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ABSTRACT 

 The propagation of acoustic waves in shallow water is affected by the seabed 

properties. Estimating these properties in situ using acoustics is an area of research that 

has been in development for decades, and many techniques have been proposed using 

pressure-only sensors. In recent years, vector sensors have been adopted to expand the 

capabilities of geoacoustic inversion. This dissertation builds upon the findings of 

Guarino et al. reported in the Journal of Theoretical and Computational Acoustics and in 

the Proceedings of the 24th International Congress on Acoustics, 24–28 October 2022. It 

is shown that the combination of pressure and vertical velocity channels of a vector 

sensor can improve both the estimation of bottom attenuation coefficient, using the modal 

phase difference approach, and geoacoustic parameters like sound speed and density, 

using the multichannel average of dispersion curves. In addition, Time-warping, which is 

a broadly used technique for modes separation, is improved with the inclusion of a 

band-pass filter masking approach in the time-frequency analysis. Finally, this work 

suggests that waveform matching should be used as a preliminary step in dispersion 

curve analysis to improve inversion performance, or even be the primary choice when a 

vector sensor is available. The results use data collected in Monterey Bay in 2019. 
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I. INTRODUCTION 

In shallow water ocean waveguides, sound propagation presents a dispersive 

behavior. The boundaries force the creation of different modes that travel at different 

speeds for each distinct frequency component. Such modes are directly affected by the 

seabed, which makes it possible to link the modes characteristics with the bottom properties 

for geoacoustic inversion purposes.  

Normal modes characteristics can be identified in different ways, using an array of 

pressure-only sensors (hydrophones) for example, or using a technique called Time-

warping (TW) that has been increasingly adopted by the acoustics community. It is an 

elegant way of doing modes separation through non-linear resampling, based on the ideal 

waveguide dispersion relation. TW can be applied with only one sensor, which makes it 

useful in probing the properties of the acoustic field. The lack of spatial diversity provided 

by a single sensor is compensated by frequency diversity with the use of broadband 

impulsive sources, such as light bulb implosions. Details about TW can be found in the 

step-by-step tutorial by Bonnel et al. [1]. 

Pressure-only analysis has been extensively applied in previous TW efforts. 

Acoustic vector sensors, on the other hand, are a type of sensor that provides, in addition 

to the pressure information, three orthogonal components of particle velocity, which means 

it can be used for direction of arrival estimation. However, questions arise on the 

improvements it can provide to the geoacoustic inversion, where direction finding is not 

the main interest.  

This work investigates the use of vector sensors in geoacoustic inversion. Two 

normal modes features are used: the time it takes for the modes to travel in the waveguide, 

which has been the most broadly used [2], [3], [4], [5], [6], and the proposed modal phase 

difference between pressure and vertical velocity. The analysis is done using both synthetic 

signals and experimental data collected on the northern shelf of Monterey Bay in 2019. For 

the synthetic analysis two acoustic propagation models are used—the normal mode model 

KRAKEN [7], and the parabolic equation model RAM [8], which were updated to also 
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predict components of particle velocity in addition to pressure. For the vertical velocity, 

the pressure gradient was calculated using a simple Fast Fourier transform-based 

differentiation method. For the radial velocity using RAM, the pressure gradient was 

calculated using the central difference approximation with a step size of λ

20
, where the 

wavelength (λ) was calculated using the reference sound speed. The radial velocity was 

not calculated for KRAKEN. In the case of the sea test, light bulb implosions were used, 

and their signature recorded using a reference hydrophone. Sound speed profiles 

were measured with CTD casts, and data collected with a Geospectrum M20-105 vector 

sensor system.  

The foundation for this dissertation is therefore based on a collection of three peer-

reviewed articles: the first one [9] published in the Journal of Theoretical and 

Computational Acoustics (JTCA), the second one [10] under review in the same Journal, 

and the third one [11] under review in the Proceedings of the 24th International Congress 

on Acoustics (ICA2022).  

Chapter II [9] builds upon the work done by Smith et al. [12] in 2007, where the 

concept is presented of using the vector field to invert the bottom attenuation coefficient 

based on the ratio of the imaginary and real parts of the acoustic radial intensity. That study 

emphasized the difficulties involved in the decomposition of the modal structure for 

practical applications. Therefore, the work presented in this chapter expands the analysis 

done in [12]. The concept of modal phase difference is adopted, and the analysis is done 

including both radial and vertical velocities. The synthetic predictions are done using the 

propagation models RAM and KRAKEN. The first one is updated to calculate the vector 

field, and the second one used to calculate the horizontal wavenumbers. Time-warping 

(TW) is used for modes separation, but the technique includes abrupt transitions to the 

processing caused by rectangular windows applied both in the time-domain, before the 

warping transformation, and in the time-frequency domain using binary masks, which 

causes distortions. This chapter proposes enhancements to the TW process, where a 

smoother window is included in the time-domain, and a band-pass filter (BPF) mask 

approach substitutes the traditional (TRAD) binary mask. In addition, the free-hand 

selection of modes in the time-frequency domain is substituted by a constant width mask, 
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which contributes to a more robust way of selecting modes. It is shown that the vertical 

velocity is a better option since it provides a much bigger span in phase difference 

compared to the radial velocity, which is easier to measure in real-world applications. The 

technique of estimating the bottom attenuation coefficient using the modal phase difference 

between pressure and vertical velocity is then tested using a Pekeris waveguide for the 

environmental model. The performance is evaluated using synthetic signals in two ways. 

First, including white noise at different signal-to-noise ratios (SNRs), and second including 

a real sound speed profile (SSP), which has its overall gradient scaled by a constant to 

evaluate the impact on the results. It is shown that although the technique is developed for 

a Pekeris waveguide, (1) it remains applicable in shallow-water waveguides, (2) the 

approach has low sensitivity to the SSP, (3) as long as normal modes are separated, the 

technique can be applied in range-dependent (RD) and horizontally inhomogeneous (HI) 

waveguides if the adiabatic approximation remains valid, and (4) a high SNR is desirable 

for the technique to work properly. The results make the technique a possible candidate to 

be used in shallow water real-world applications.  

In Chapter III [10], the vector sensor is used to invert seabed properties other than 

the bottom attenuation coefficient presented in Chapter II. The travel time of normal modes 

is the main feature used, which varies over frequency for different modes. Such behavior 

is represented by Dispersion Curves (DCs), which are sensitive to the seabed properties 

and can be used for inversion purposes. The DC approach has been extensively used [13], 

[14], [15] applying pressure-only analysis, because it relies on fewer variables to match in 

the optimization process. This chapter, therefore, discusses the value added by expanding 

the conventional pressure-only analysis to a multichannel approach, where the average of 

DCs is taken considering different combinations of the vector sensor channels and results 

are compared with the pressure-only analysis. Synthetic signals of impulsive arrivals are 

modeled using KRAKEN and RAM propagation models, each being modified to predict 

components of the vector field. While KRAKEN is utilized to directly compute DCs, RAM 

provides full-field results that require the application of TW to separate the modal arrivals. 

Within the TW analysis, both TRAD and BPF masking methods are applied to compare 

stability of results. The environment modeled for the synthetic analysis and inversion 
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method utilize sound speed profiles measured during the Monterey Bay 2019 at-sea 

experiment and assume a sediment layer of constant thickness overlying a deeper sub-

bottom type. White noise is added to the synthetic data at different SNRs to evaluate the 

impact of signal excess on the results. Inversion methods are based on genetic algorithms 

(GA) used to estimate the local properties of the seabed. A hybrid optimization approach 

is used to improve the results of the GA method. The analysis with synthetic data is 

consistent with the analysis of broadband, impulsive data collected from the experiment, 

indicating that the additional information from the vertical velocity channel further 

improves the geoacoustic parameter estimates. 

In Chapter IV [11], vector sensor and waveform matching are used to improve the 

results of the DC approach. Geoacoustic inversion using DCs is very popular, but such 

techniques suffer from intrinsic errors associated with the separation of normal modes via 

TW methods which, for example, can be improved using BPF masking as shown in Chapter 

II. The combination of pressure and vertical velocity DCs from a vector sensor 

measurement also can improve results as shown in Chapter III. This chapter discusses the 

value added by using waveform matching as a preliminary step to improve the quality of 

the DC inversion method and its effect on the inversion performance. In addition, within 

the waveform matching approach, the estimation of bottom attenuation using the modal 

phase difference between pressure and vertical velocity is tested. In this analysis, the 

KRAKEN propagation model is used for synthetic predictions, including components of 

the vector field. The environment is modeled utilizing sound speed profiles measured 

during the Monterey Bay 2019 at-sea experiment and assumes a sediment layer overlying 

a deeper sub-bottom type. Inversion of experimental data is presented with a hybrid 

optimization approach used to improve the results and reduce uncertainty of the GA 

method. The results suggest that, based on the environment considered, although waveform 

matching can be used to improve the DC inversion, waveform matching performs better 

when a vector sensor is available for geoacoustic inversion.        

Lastly, Chapter V presents a summary of this dissertation.  
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II. MODAL PHASE DIFFERENCE APPROACH 

This chapter is based on the manuscript (Bottom attenuation coefficient inversion 

based on the modal phase difference between pressure and vertical velocity from a single 

vector sensor) that was accepted for publication in the Journal of Theoretical and 

Computational Acoustics on April 30, 2021. A version of this manuscript was published 

online on June 9, 2021, as [9]: A. Guarino, K. B. Smith and O. A. Godin, “Bottom 

attenuation coefficient inversion based on modal phase difference between pressure and 

vertical velocity from a single vector sensor,” J. Theor. Comput. Acoust., pp. 1–16, 2021, 

https://doi.org/10.1142/S2591728521500080. 

A. INTRODUCTION 

The ability to predict the sound field in shallow water relies heavily on the 

knowledge of the geoacoustic properties of the bottom. Estimating these properties in situ 

using acoustics has been successfully addressed through the development of four widely 

used techniques: matched field inversion, bottom multilayer-reflections analysis, 

transmission loss analysis, and modal techniques [13], [16]. The use of arrays of 

hydrophones, with synchronized channels to sample the field in the water column, is an 

important tool in such studies to achieve better estimates of mode characteristics, using this 

information to invert for environmental parameters. This typically involves long range 

tests, which provide optimal modal separation in time. 

In recent years, an innovative technique that relies on an unitary transformation in 

the time-frequency space [17], called TW [1], has been proposed and increasingly adopted 

by the scientific community [14], [18], [19], [20]. This technique allows for the separation 

of modes within the range of a few kilometers at a single sensor in depth. The lack of spatial 

diversity is compensated by frequency diversity using broadband impulsive signals, which 

greatly reduces the cost and complexity of at-sea work and acquisition systems.  

Among the approaches used for geoacoustic inversion, this chapter fits into the 

modal techniques. When only the pressure signal is available, the estimation of bottom 

properties like sound speed, density or sediment layer thickness can be accomplished by 
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the use of modal DCs, while the source depth or bottom attenuation can be obtained based 

on modal amplitudes through the use of some minimization process [13]. For example, in 

2011 Bonnel and Chapman [2] used TW for mode separation based on the DC. In 2013, 

Zeng et al. [21] used a similar approach. However, in their paper, the estimated group speed 

is used as input to the estimation of the bottom attenuation coefficient based on the modal 

amplitude. In 2016, Duan et al. [13] showed that, although group speed modelling was 

very effective, the inversion of bottom attenuation coefficient from mode amplitude 

estimates suffers more from the interference generated during the TW mode filtering. This 

interference effect changes at different depths, which is why spatial diversity is applied to 

improve results.  

Geoacoustic inversion has expanded to the use of vector sensors as well. In 2007, 

Smith et al. [12] proposed the use of modal pressure and modal radial velocity for the 

geoacoustic inversion of sediment attenuation coefficient. Later, Dahl and Dall’Osto [22] 

discussed several candidate quantities that can be measured with acoustic vector sensors 

and used to characterize seabed properties. In 2019, Shi et al. [23] provided an overview 

of many articles published on inversion techniques using vector sensors based on a variety 

of approximate or empirical methods. In 2020, Dahl and Dall’Osto [24] used a Bayesian 

approach where the phase difference between pressure and vertical velocity is used as input 

for the geoacoustic inversion of sediment layer thickness and sound speed, as well as sub-

bottom sound speed.  

Different from the above techniques, this chapter presents an approach based on the 

modal phase difference between pressure and vertical velocity to estimate the bottom 

attenuation coefficient. The modal signals are separated using TW and the interference 

between adjacent modes, which affects the phase difference processing, is mitigated by 

changes made to the traditional way TW is applied. The technique is based on normal 

modes and derived from Pekeris waveguide normal modes solutions. The results are 

presented for a two-homogeneous-layer environment. The impact of noise on the technique 

is evaluated with the addition of white noise to both pressure and vertical velocity signals 

before TW processing. The technique is also evaluated when the SSP is not isospeed to 

assess the generality of the technique, since it is based on an isospeed approach.  
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Finally, the horizontal wavenumbers are obtained using the propagation model 

KRAKEN [7]. For depth-dependent sound speed, the propagation model RAM [8] is used. 

Although KRAKEN can certainly be applied to depth-dependent sound speed profiles, this 

version of RAM was updated to provide both radial and vertical velocity components 

necessary to complete the analysis.  

The present chapter is a simulation-based study, restricted to shallow water (𝐷𝐷 ≤

200𝑚𝑚) and low-frequency impulsive sources (𝑓𝑓 ≤ 1𝑘𝑘𝑘𝑘𝑘𝑘). 

B. ENHANCEMENTS TO TIME-WARPING PROCESS 

The use of TW has played an important role in studies where modal filtering is 

necessary, especially for short to mid-range situations. Since the ocean waveguide is a 

dispersive environment, TW basically distorts the signal through a non-linear resampling 

approach to transform the input signal from a dispersive non-linear behavior into a 

dispersive linearized behavior, as shown in Figure 1. More details on the theory behind 

TW can be found in the tutorial by Bonnel et al. [1]. 

 
Figure 1. Time-frequency representation illustrating the 

dispersive behavior of an impulsive source signal after 
propagation and with the use of TW. Adapted from [1]. 

A traditional step in the TW process is the application of a binary mask in the time-

frequency domain to filter out a desired mode, as depicted in Figure 2. This figure presents 

an idealized situation, which does not happen in practice. The first challenge arises because 

the most common used TW operator is based on an ideal waveguide. In non-ideal 

situations, the linearized modes do not appear as straight lines in the warped time domain. 
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Figure 2. Idealized mode filtering approach. Adapted from 

[1]. 

The second challenge arises because it is impossible to have high resolution in both 

frequency and time in the time-frequency (TF) representation, which ends up resulting in 

some sort of leakage or interference between adjacent modes. In addition, since the TW 

operator is based on ideal waveguide, the distance in frequency between adjacent modes is 

given approximately by  

  ∆𝑓𝑓 ≈ 𝑐𝑐𝑤𝑤
2𝐻𝐻

  ,                                                                  (1) 

which increases the chance of inter-modal interference, especially when the depth (H) is 

large. Another source of potential error is that TW depends on the ability of the operator to 

apply the best binary mask based on previous experience [1]. Finally, the TW inverse 

operator, which is given by 

 𝑤𝑤−1(𝑡𝑡) = �𝑡𝑡2 − 𝑡𝑡𝑟𝑟2     ,                                                   (2) 

forces the user to cut the input signal at  𝑡𝑡𝑟𝑟 ≤ 𝑡𝑡 ≤ 𝑡𝑡𝑟𝑟 + ∆𝑡𝑡, creating abrupt transitions in 

the signal and subsequent higher frequency components. Each of these issues can affect 

the input signal phase information. 

All the points highlighted above are well known when using TW, and the reason 

why TW is best suited for estimating the DC compared to the raw mode signals themselves 

[1], which always suffer some form of processing distortion.  

In order to address some of these issues with the goal of reducing phase sensitivity, 

three changes are implemented to TW processing to improve the phase difference 

extraction capabilities:  
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1. Window the input signal to smooth out abrupt transitions, as shown in 

Figure 3. 

2. Free-hand mode selection substituted by constant vertical width selection, 

where the width is given approximately by Equation (1), as shown in 

Figure 4.  

3. Substitution of the binary mask, which applies “zeros” to the unwanted 

frequencies and “ones” to the frequencies of interest, to a BPF with 

different parameters for each column of the warped-time Short Time 

Fourier Transform (STFT) matrix, as shown in Figure 5. Each filter has a 

passband equal to the region where the mask is “1.”   

 
Figure 3. Example of windowed signal before warping 

operation. 
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(a) 

  
(b) 

Figure 4. Free-hand selection mask (a) and selection using a 
constant vertical width mask (b). 

The constant vertical width mask is chosen so that all filters have the same passband 

size. Therefore, it is only necessary to calculate the parameters of a low-pass filter (LPF) 

initially and then the responses of the band-pass filters are obtained from the shifting of the 

LPF response, that is 

 ℎ𝐵𝐵𝐵𝐵𝐵𝐵[𝑛𝑛] = 𝐴𝐴 ℎ𝐿𝐿𝐿𝐿𝐿𝐿[𝑛𝑛] 𝑐𝑐𝑐𝑐𝑐𝑐 �2π 𝑓𝑓𝑐𝑐
𝑓𝑓𝑠𝑠
�𝑛𝑛 − 𝑀𝑀−1

2
��   ,                              (3) 

where 𝑓𝑓𝑐𝑐 is the central frequency of each passband, 𝑀𝑀 is the LPF length and 𝐴𝐴 is a constant. 

This approach makes the calculation of the impulse response matrix faster. 
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Figure 5. Each column is band-pass filtered independently. 

C. PRESSURE AND VECTOR FIELD INFORMATION 

The pressure field is based on the normal modes long-range solution for a Pekeris 

waveguide according to [12] 

𝑝𝑝(𝑟𝑟, 𝑧𝑧) = 𝑗𝑗
𝑃𝑃𝑜𝑜
ρ
�2π
𝑟𝑟
𝑒𝑒−𝑗𝑗

π
4 � 𝐴𝐴𝑚𝑚2𝑠𝑠𝑠𝑠𝑠𝑠�γ𝑚𝑚𝑧𝑧𝑠𝑠�𝑠𝑠𝑠𝑠𝑠𝑠�γ𝑚𝑚𝑧𝑧�

𝑒𝑒𝑗𝑗𝑘𝑘𝑚𝑚𝑟𝑟

�𝑘𝑘𝑚𝑚
𝑒𝑒−δ𝑚𝑚𝑟𝑟

𝑀𝑀

𝑚𝑚=1

      ,              (4) 

 𝐴𝐴𝑚𝑚2 = � 1
2ρ
𝐷𝐷 − 1

4ργ𝑚𝑚
𝑠𝑠𝑠𝑠𝑠𝑠�2γ𝑚𝑚𝐷𝐷� + 𝑠𝑠𝑠𝑠𝑠𝑠2�γ𝑚𝑚𝐷𝐷�

2ρ𝑏𝑏𝑔𝑔𝑚𝑚
�
−1

    ,                         (5) 

 γ𝑚𝑚 = �𝑘𝑘2 − 𝒌𝒌𝒎𝒎
2     ,                                                          (6) 

 𝑔𝑔𝑚𝑚 = �𝒌𝒌𝒎𝒎
2 − 𝒌𝒌𝒃𝒃

2   ,                                                        (7) 

where the KRAKEN propagation model is used for the solution of the eigen values (𝒌𝒌𝒎𝒎) 

and the bold variables indicate complex numbers.  

The radial and vertical velocities are obtained from the pressure gradient using the 

Euler equation 

−∇𝑝𝑝 = ρ
∂𝑢𝑢
∂𝑡𝑡

     ,                                                           (8) 

which can be found to be [12] 
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𝑢𝑢𝑟𝑟(𝑟𝑟, 𝑧𝑧) =
𝑃𝑃𝑜𝑜
𝑘𝑘ρ2𝑐𝑐

�2π
𝑟𝑟
𝑒𝑒−𝑗𝑗

π
4 � �−�δ𝑚𝑚 +

1
2𝑟𝑟
� + 𝑗𝑗𝑘𝑘𝑚𝑚� 𝐴𝐴𝑚𝑚2𝑠𝑠𝑠𝑠𝑠𝑠�γ𝑚𝑚𝑧𝑧𝑠𝑠�𝑠𝑠𝑠𝑠𝑠𝑠�γ𝑚𝑚𝑧𝑧�

𝑒𝑒𝑗𝑗𝑘𝑘𝑚𝑚𝑟𝑟

�𝑘𝑘𝑚𝑚
𝑒𝑒−δ𝑚𝑚𝑟𝑟

𝑀𝑀

𝑚𝑚=1

, (9) 

and 

𝑢𝑢𝑧𝑧(𝑟𝑟, 𝑧𝑧) =
𝑃𝑃𝑜𝑜
𝑘𝑘ρ2𝑐𝑐

�2π
𝑟𝑟
𝑒𝑒−𝑗𝑗

π
4 � γ𝑚𝑚 𝐴𝐴𝑚𝑚2𝑠𝑠𝑠𝑠𝑠𝑠�γ𝑚𝑚𝑧𝑧𝑠𝑠� 𝑐𝑐𝑐𝑐𝑐𝑐�γ𝑚𝑚𝑧𝑧�

𝑒𝑒𝑗𝑗𝑘𝑘𝑚𝑚𝑟𝑟

�𝑘𝑘𝑚𝑚
𝑒𝑒−δ𝑚𝑚𝑟𝑟

𝑀𝑀

𝑚𝑚=1

    .      (10) 

D. PHASE DIFFERENCE PROCESSING BASED ON MODAL COMPLEX 
ACOUSTIC INTENSITY  

The solutions for pressure, radial and vertical velocities presented in equations (4), 

(9), and (10) include all propagating modes. If the equations are written for just one mode, 

the radial and vertical velocities can be shown to be 

𝑢𝑢𝑟𝑟𝑚𝑚(𝑟𝑟, 𝑧𝑧) =
𝑝𝑝𝑚𝑚
ωρ

  �𝑘𝑘𝑚𝑚 + 𝑗𝑗 �δ𝑚𝑚 +
1

2𝑟𝑟�
�                                          (11) 

𝑢𝑢𝑧𝑧𝑚𝑚(𝑟𝑟, 𝑧𝑧) =
𝑝𝑝𝑚𝑚
𝑗𝑗ωρ

 
γ𝑚𝑚

𝑡𝑡𝑡𝑡𝑡𝑡�γ𝑚𝑚𝑧𝑧�
     .                                           (12) 

Then, the average modal radial and vertical acoustic intensities can be written as  

𝐼𝐼𝑟𝑟𝑚𝑚 =
𝑝𝑝𝑚𝑚 𝑢𝑢𝑟𝑟𝑚𝑚

∗

2
=

|𝑝𝑝𝑚𝑚|2

2ωρ
  �𝑘𝑘𝑚𝑚 − 𝑗𝑗 �δ𝑚𝑚 +

1
2𝑟𝑟�

�                             (13) 

𝐼𝐼𝑧𝑧𝑚𝑚 =
𝑝𝑝𝑚𝑚 𝑢𝑢𝑧𝑧𝑚𝑚

∗

2
= 𝑗𝑗

|𝑝𝑝𝑚𝑚|2

2ωρ
 

γ𝑚𝑚
∗

𝑡𝑡𝑡𝑡𝑡𝑡�γ𝑚𝑚𝑧𝑧�
∗        .                            (14) 

The modal intensities can also be represented as 

𝐼𝐼𝑟𝑟𝑚𝑚 =
|𝑝𝑝𝑚𝑚|�𝑢𝑢𝑟𝑟𝑚𝑚�𝑒𝑒

𝑗𝑗∆θ(𝑟𝑟)

2
                                                     (15) 

𝐼𝐼𝑧𝑧𝑚𝑚 =
|𝑝𝑝𝑚𝑚|�𝑢𝑢𝑧𝑧𝑚𝑚�𝑒𝑒

𝑗𝑗∆θ(𝑧𝑧)

2
      .                                           (16) 

The radial phase difference is related to the modal radial intensity by 

𝑡𝑡𝑡𝑡𝑡𝑡�∆θ(𝑟𝑟)� = −
δ𝑚𝑚 + 1

2𝑟𝑟
𝑘𝑘𝑚𝑚

     .                                           (17) 
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Considering that for TW the range must be of some kilometers for the technique to 

work well, the phase difference between pressure and radial velocity can be approximated 

to 

∆θ(𝑟𝑟) ≈ −
δ𝑚𝑚
𝑘𝑘𝑚𝑚

      .                                                     (18) 

In the same way, the phase difference between pressure and vertical velocity can 

be obtained from     

∆θ(𝑧𝑧) =
π
2

+ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

⎝

⎜⎜
⎛
𝐼𝐼𝐼𝐼 �

γ𝑚𝑚
∗

𝑡𝑡𝑡𝑡𝑡𝑡�γ𝑚𝑚𝑧𝑧�
∗�

𝑅𝑅𝑅𝑅 �
γ𝑚𝑚

∗

𝑡𝑡𝑡𝑡𝑡𝑡�γ𝑚𝑚𝑧𝑧�
∗�
⎠

⎟⎟
⎞

     ,                             (19) 

where “Im{}” and “Re{}” are the imaginary and real parts of a complex number. Since  

δ𝑚𝑚 is small, Equation (19) can be Taylor expanded with a linear approximation around 

δ𝑚𝑚 = 0, as  

∆θ(𝑧𝑧) ≈ 
π
2

+
𝜕𝜕
𝜕𝜕δ𝑚𝑚

⎝

⎜⎜
⎛
𝐼𝐼𝐼𝐼 �

γ𝑚𝑚
∗

𝑡𝑡𝑡𝑡𝑡𝑡�γ𝑚𝑚𝑧𝑧�
∗�

𝑅𝑅𝑅𝑅 �
γ𝑚𝑚

∗

𝑡𝑡𝑡𝑡𝑡𝑡�γ𝑚𝑚𝑧𝑧�
∗�
⎠

⎟⎟
⎞

�
�

δ𝑚𝑚=0

δ𝑚𝑚       .               (20) 

Since 𝒌𝒌𝒎𝒎 = 𝑘𝑘𝑚𝑚 + 𝑗𝑗δ𝑚𝑚 and δ𝑚𝑚 ≪  𝑘𝑘𝑚𝑚, Equation (6) can be approximated to 

γ𝑚𝑚 = �𝑘𝑘2 − 𝑘𝑘𝑚𝑚
2 �1 − 𝑗𝑗

𝑘𝑘𝑚𝑚δ𝑚𝑚
𝑘𝑘2 − 𝑘𝑘𝑚𝑚

2�   .                                         (21) 

Therefore, it can be shown that Equation (20) can be approximated as 

∆θ(𝑧𝑧) ≈ 
π
2

+
𝑘𝑘𝑚𝑚

𝑘𝑘2 − 𝑘𝑘𝑚𝑚
2

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 �2
π�𝑘𝑘

2 − 𝑘𝑘𝑚𝑚
2 𝑧𝑧� − 1

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 �2
π�𝑘𝑘

2 − 𝑘𝑘𝑚𝑚
2 𝑧𝑧�

 δ𝑚𝑚    ,                     (22) 

where 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥) = 𝑠𝑠𝑠𝑠𝑠𝑠 (π𝑥𝑥)
π𝑥𝑥

 . 
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In theory, the modal attenuation coefficient can be obtained with the use of either 

Equation (18) or Equation (22). Next, with the use of perturbation analysis for the modal 

attenuation parameters, the bottom attenuation coefficient can be inverted based on the 

following expression [12], which relates the modal attenuation coefficient with the bottom 

attenuation coefficient, 

α𝑏𝑏 =
2 𝑘𝑘𝑚𝑚 ρ𝑏𝑏𝑐𝑐𝑏𝑏 𝑔𝑔𝑚𝑚

𝐴𝐴𝑚𝑚2  𝑠𝑠𝑠𝑠𝑠𝑠2�γ𝑚𝑚𝐷𝐷� ω
δ𝑚𝑚   .                                           (23) 

To compare which phase difference, radial or vertical, produces the biggest angle 

variation, Equation (22) can be written as 

∆θ(𝑧𝑧) ≈ 
π
2

+ 𝐴𝐴
 δ𝑚𝑚
𝑘𝑘𝑚𝑚

     ,                                                     (24) 

𝐴𝐴 =
α2

1 − α2

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 �4𝑓𝑓
𝑐𝑐 √1 − α2 𝑧𝑧� − 1

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 �4𝑓𝑓
𝑐𝑐 √1 − α2 𝑧𝑧�

     ,                                  (25) 

and 

𝑘𝑘𝑚𝑚 = α𝑘𝑘   .                                                           (26) 

Combining equations (18) and (24), we obtain 

∆θ(𝑧𝑧) ≈ 
π
2
− 𝐴𝐴∆θ(𝑟𝑟)     ,                                                 (27) 

𝐴𝐴 ≈ −
𝑑𝑑∆θ(𝑧𝑧)

𝑑𝑑∆θ(𝑟𝑟)
      .                                                     (28) 

Figure 6 illustrates some results for 𝑙𝑙𝑙𝑙𝑙𝑙10(|𝐴𝐴|) if we consider the trapped modes 

with α ≤ 𝑐𝑐𝑐𝑐𝑐𝑐(20o). 
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Figure 6. Factor “A” behavior for “α“ equals cos(5o) and 

cos(20o). 

As shown in Figure 6, the vertical velocity produces a much bigger span in phase 

difference compared to the radial velocity, which tends to make it easier to measure it in 

real world applications. For example, when α = 𝑐𝑐𝑐𝑐𝑐𝑐(20o), above 400 Hz the vertical 

velocity produces a span in phase difference at least 100 times larger than the one produced 

by the radial velocity. In addition, the phase difference using radial velocity is so small 

making it more susceptible to signal processing artifacts. This chapter, therefore, is based 

on the vertical velocity use, even though the vertical channel tends to be noisier due to a 

bigger coupling with the surface noise.  

Figure 7 presents the overall processing proposed in this chapter, based on the phase 

difference between modal pressure and modal vertical velocity, for the inversion of the 

bottom attenuation coefficient. 

 
Figure 7. Procedure to invert the bottom attenuation 

coefficient. 
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E. RESULTS 

We shall now consider results computed in a two-layer homogeneous waveguide, 

as depicted in Figure 8. The water column is 100 m deep with sound speed 𝑐𝑐(𝑧𝑧). The 

bottom is treated as a fluid with sound speed 1600 m/s, density of 1.2 g/cm3 and attenuation 

coefficient of 0.4 dB/m/kHz.  

 

Figure 8. Schematic representation of the waveguide 
properties used in calculations. 

An impulsive broadband signal source ranging from 20 to 1000 Hz is placed at 30 

m depth and a vector sensor is placed at 99.5 m depth at a range of 5 km. The source 

signature is windowed using a Tukey 0.5 window, as shown in Figure 9.  

 
Figure 9. Source signature. 
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𝑐𝑐[𝑛𝑛]𝑛𝑛𝑛𝑛𝑛𝑛 = 1500 + β(𝑐𝑐[𝑛𝑛] − 𝑐𝑐[𝑒𝑒𝑒𝑒𝑒𝑒])   .                                 (29) 

The resulting SSP are shown in Figure 10, where 0 ≤ β ≤ 2. 

 
Figure 10. Sound speed profiles for various factors of b. 

Figure 11 illustrates the pressure and vertical velocity signals received at 99.5 m in 

this environment, while Figure 12 shows the spectrogram of the pressure and vertical 

velocity signals after warping.  

 
Figure 11. Theoretical pressure and vertical velocity signals at 

the vector sensor.  
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Figure 12. Pressure and vertical velocity spectrograms after 

warping. 

Next, pressure and vertical velocity of modes 8, 9, 11, 12, 15, and 16 are filtered. 

Figure 13 illustrates mode 12 results obtained from (a) phase difference and (b) modal 

attenuation coefficient. 

 
         (a)            (b) 

Figure 13. Comparison between theoretical and TW: phase 
difference (a) and modal attenuation coefficient (b). 

Finally, Figure 14 illustrates the estimated bottom attenuation coefficient for the six 

modes in two ways: original result (a) and shifted and aligned with the first mode position 

(b). 
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(a) (b) 

Figure 14. Bottom attenuation coefficient estimate for modes 
8,9,11,12,15,16: original position (a) shifted and aligned 

with the first mode position (b). 

When the mode results are shifted and aligned with the first mode, it is possible to 

identify in Figure 14(b) the formation of three regions of similar characteristics. For the 

purpose of bottom attenuation coefficient estimate, region 2 is chosen since it is more 

stable. Figure 15(a) illustrates the mode results average curve according to Figure 14(b) 

with the bottom attenuation coefficient being estimated based on the mean value between 

300 and 530 Hz equal to 0.394 dB/m/kHz with a true value of 0.4 dB/m/kHz. Following 

an analogous procedure, Figure 15(b) illustrates the results if white noise is included to 

Figure 11 (i.e., before TW). For the results shown in Figure 15(b), region 2 is not fixed. 

Instead, its size and position vary and it is chosen to take advantage of the most stable 

frequency range for each SNR value. It is worth noting that, in order to produce stable 

results, this analysis suggests loud signals with SNR > 20 dB may be required. Such SNR 

values are achievable with the use of explosive (e.g., SUS) or implosive (e.g., light bulbs) 

sources.  
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(a) (b) 
  

Figure 15. Bottom attenuation coefficient estimate: without 
noise (a) and in the presence of white noise (b). 

All results presented so far have considered β = 0, that is the horizontal 

wavenumbers 𝑘𝑘𝑚𝑚(𝑓𝑓) obtained from KRAKEN refer to a Pekeris isospeed channel. 

Keeping the same horizontal wavenumbers 𝑘𝑘𝑚𝑚(𝑓𝑓), the results in Figure 16 show the 

sensitivity of the technique to depth-varying sound speed profile environments. As can be 

noted, the method is not highly sensitive to the sound speed gradient. 

 
Figure 16. Bottom attenuation coefficient vs. SSP factor “b.” 

F. DISCUSSION  

The modal vertical phase difference method presented in this chapter proposes a 

technique that relies only on one sensor. Since the bottom attenuation coefficient 
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information is embedded in the phase difference between modal pressure and modal 

vertical velocity, one of the key factors of the technique is the mode separation. TW is used 

to separate the modes. However, it suffers from modal interference when filtering the 

modes in the time-frequency domain. The enhancements in TW help to provide smoother 

results compared to the traditional way TW is generally applied. Figure 17 compares the 

results in a noiseless situation and isospeed channel for (a) improved TW processing and 

(b) traditional TW processing. 

 
(a) (b) 

Figure 17. Comparison between improved TW processing (a) 
and traditional TW processing (b). 

The modal phase difference method has been developed for a Pekeris waveguide. 

However, the technique remains applicable in shallow-water waveguides with depth-

dependent sound speed in water and is robust with respect to uncertainty in the knowledge 

of the sound speed profile. Figure 16 illustrates the effect of unknown negative sound-

speed gradients in the water column on the bottom attenuation estimate, when only near-

bottom sound speed is known. The steeper the sound speed gradient, the more energy is 

pushed towards the bottom, which is expected to increase the attenuation perceived at the 

near-bottom receiver. As expected, the retrieved value of the bottom attenuation increases 

with increasing parameter β in Equation (29) (see Figure 16). However, even for  β=1.25, 

which means an overall gradient of approximately ∆𝑐𝑐 = 20 𝑚𝑚/𝑠𝑠 in ∆𝑧𝑧 = 100 𝑚𝑚, the bottom 

attenuation coefficient presents only a small error of 3.75%. Thus, in the example 
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considered, the sound speed uncertainty as large as 20 m/s has only marginal effect on the 

retrieval of the bottom attenuation by the proposed technique.  

The input data for the bottom attenuation retrieval are the phase shifts between the 

acoustic pressure and vertical component of particle velocity in individual normal modes. 

The phase shift is independent of the mode amplitude and is determined by respective 

modal shape functions. The technique has been introduced above for range-independent 

(RI) waveguides. However, as long as normal modes are separated, the technique can be 

applied without modifications in range-dependent (RD) and horizontally inhomogeneous 

(HI) waveguides as long as the adiabatic approximation [25] remains valid in these 

waveguides. In this approximation, energy exchange between normal modes is negligible, 

and the acoustic field consists of modes with the same local shape functions as in the 

corresponding RI waveguide. With the input data related to the shape functions of local 

modes rather than the travel time of adiabatic modes, the technique proposed in this chapter 

does not suffer from the limitations of TW-based geoacoustic inversions in RD and HI 

waveguides [15]. In RD and HI waveguides, the bottom attenuation measured with the 

proposed technique has the meaning of the attenuation at the receiver site and not the path-

averaged bottom attenuation. 

G. CONCLUSION 

This chapter presented a phase difference inversion scheme using TW applied to 

the pressure and vertical velocity channels of a vector sensor for the estimation of the 

bottom attenuation coefficient. Despite some limitations of TW, the new approach was able 

to improve the phase difference results and consequently estimated the bottom attenuation 

coefficient in a smoother way. A high SNR is desirable for the technique to work properly, 

which is not a strong restriction when impulsive sources are used. In addition, it was 

demonstrated that the approach has low sensitivity to the sound speed profile, which makes 

it a possible candidate to be used in shallow water real world applications.   
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III. MULTICHANNEL DISPERSION CURVE INVERSION 

This chapter is based on the manuscript [10] (Geoacoustic inversion with a single 

vector sensor and multichannel dispersion) that was submitted for publication in the 

Journal of Theoretical and Computational Acoustics on March 6, 2022. The manuscript is 

under review with the number JTCA-D-22-00004.  

A. INTRODUCTION 

In shallow water the seabed properties influence how the propagation of acoustic 

waves takes place in the underwater acoustic waveguide. The travel time of different mode 

components is one of the features affected by the bottom characteristics, which leads to its 

use in ocean remote sensing for the geoacoustic inversion of environmental parameters. 

Propagation in confined environments presents a dispersive behavior, that is the boundaries 

force the creation of different modes that travel at different speeds for each distinct 

frequency component in a certain frequency range. Consequently, a different set of modal 

DCs can be linked directly to a set of bottom parameters. 

The most broadly used feature of propagating normal modes is the modal group 

speed dispersion [2], [3], [4], [5], [6]. Different approaches have been used to identify 

normal modes properties. For instance, in 2007 LI Zheng-Lin et al. [4] used a fiber-optic 

hydrophone horizontal array whereas in 2019 Tan et al. [20] applied noise interferometry 

to estimate an empirical Green’s function, allowing for mode separation with the use of 

TW. 

TW has been increasingly adopted by the acoustics community over the years. 

It is an elegant way for resolving modes with only one sensor. The spatial diversity 

provided by an array of sensors can be replaced by only one sensor when broadband 

impulsive signals provide frequency diversity to allow for the geoacoustic inversion task. 

Bonnel et al. present more details about TW in [1].  

Many researchers have retrieved DCs using TW. For example, in 2016, Duan et al. 

[26] applied a sequential inversion approach, using DC estimates to invert for bottom sound 

speed and density and sediment thickness. They still showed that better DCs estimates can 
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be obtained using source deconvolution when light bulb implosion is applied. In 2018, 

Bonnel et al. [14] included high order modes DCs to the inversion problem and, in 2019, 

Godin et al. [15] showed that sea floor slopes contribute to the success of mode filtering 

using TW, making the DCs more similar to the DCs in an ideal waveguide.  

When it comes to vector sensors, such devices provide more information; that is, 

besides pressure signal, three orthogonal components of particle velocity are available. 

Apart from its application in direction finding or target tracking, it also is useful for 

geoacoustic inversion. For example, in 2010 Santos et al. [27] used a four-element vector 

sensor array to estimate seabed properties based on matched-field inversion. In 2012, 

Rodríguez et al. [28] presented results on geoacoustic estimation using vector sensor based 

on pressure gradients, and in 2016 Dall’Osto et al. [29] demonstrated the effect of 

multipath interference on the degree of circularity when two components of particle 

velocity are not in phase and its application in geoacoustic inversion.  

This chapter investigates the hypothesis that the combination of DCs can improve 

results over pressure-only analysis, which in this work is tested by averaging multichannel 

DCs. In theory, there should be no difference in the DCs obtained using either pressure or 

velocity signals. However, the velocity channels of a vector sensor are not equally sensitive 

to high and low order modes [3]. As a result, it is common to observe vector sensor velocity 

signals with different signal-to-noise ratios. To show this, we analyze synthetic data as well 

as impulsive acoustic data collected on a single vector sensor deployed on the northern 

shelf during the Monterey Bay 2019 experiment. The work is restricted to shallow water 

(𝐷𝐷 ≤ 200𝑚𝑚) and low-frequency impulsive sources (𝑓𝑓 ≤ 1 𝑘𝑘𝑘𝑘𝑘𝑘). 

First, synthetic signals are used to calibrate processing techniques. Normal mode 

model KRAKEN [7] and Parabolic equation model RAM [8] are used, each being modified 

to predict particle velocity components. KRAKEN is utilized to directly compute DCs 

using the adiabatic approximation. Its individual mode components waveforms are used to 

evaluate the technique’s capabilities without the influence of TW. In comparison, RAM 

outputs the full-field, which requires TW to separate the modal arrivals. Additionally, white 

noise is added to the synthetic data at different signal-to-noise ratios to evaluate the impact 
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of signal excess on the results. Within the TW analysis, both binary masking and band-

pass filter masking [9] methods are applied to compare stability of results. 

Some sources of error are known to affect the DC inversion method, such as the 

process of retrieving DC from a time-domain signal. Reassigned spectrograms rely on 

time-frequency (TF) analysis and suffer from the lack of high resolution in both time and 

frequency representation, causing interference in the TF domain and distortions to the 

retrieved DC. Another source of error is due to TW. Although TW itself uses a warping 

operator that possesses a one-to-one correspondence between all points in the warped and 

unwarped domains [1], TW uses a not-perfect warping operator based on ideal waveguide, 

which affects its performance in more complex situations. In addition, time-frequency 

mode extraction using binary mask adds up to the causes of retrieved DC distortions [9]. 

In such cases, it is expected that DC multichannel averaging may help to mitigate such 

problems.  

The environment modeled for the synthetic analysis and inversion method utilizes 

sound speed profiles measured during the test event and assumes a sediment layer of 

constant thickness overlying a deeper sub-bottom type. Genetic algorithms (GAs) can 

rapidly locate the global optimum; however, it can be slow to locate the exact local 

optimum in the region of convergence. A hybrid optimization approach is implemented to 

expedite convergence.  

This chapter is organized as follows: the sea test characteristics and environment 

model are presented, the inversion scheme is defined and tested, and the hybrid 

optimization approach is evaluated. Next, the preliminary synthetic signals analysis results 

are shown, which suggests that modest improvements in geoacoustic inversion results may 

be obtained by combining the vertical velocity channel of the vector sensor with the 

pressure channel. The manuscript concludes with our analysis of experimental data 

followed by a discussion of results.  

B. SEA TEST CHARACTERISTICS AND ENVIRONMENTAL MODEL 

The acoustic data was collected in 2019 in Monterey Bay. Figure18(a) shows a 

bathymetric map of the experiment location. The location of two yellow markers labeled 
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Shot 3 and Shot 4 correspond to two light bulb [Figure18(b)] implosions. These implosions 

are executed using a metal sabot that travels along the rope and hits the activation 

mechanism, breaking the light bulb. This type of acoustic source is simple yet robust and 

provides low-frequency impulsive signals [30] used for analysis in this work. The 

environmental model assumes a sediment layer of constant thickness overlying a deeper 

sub-bottom type, as illustrated in Figure18(c). 

 

 

(a) (b) 

 

 

(c)  (d) 

Figure 18. Overall sea test characteristics. Location of the test event in 
Monterey Bay, showing the positions of the two light bulb implosions in 

yellow, CTD castings in white and vector sensor in red (a). Light bulb 
system setup. The implosion is carried out sending a messenger from the 

boat that travels along the rope and breaks the light bulb (b). Range 
dependent environmental model used in the analysis (c). Sound speed 

profiles (SSPs) measured during the sea test (d). 
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Prior information from two CTD casts are used in this work [Figure18(d)]: CTD6 

and CTD5 are taken at the vicinity of the source (light bulb) and receiver (vector sensor), 

as shown in Figure18(c). The range dependent transition from CTD6 to CTD5 water-

column sound speed profiles is estimated using waveform matching optimization, where 

CTD6 covers ~90% of the range between the light bulb position and the vector sensor 

position. The remaining 10% is covered by the SSP calculated from CTD5 [see horizontal 

line with arrows at ~50m depth in Figure18(c)].  

A reference hydrophone near the source recorded the time-domain waveform of the 

implosion Shots 3 and 4. This allowed us to estimate the source depth with a short-range 

vertical propagation model. Figure 19 shows the signals measured on the reference 

hydrophone (red trace) compared to the synthetic results (blue trace). The direct path 

occurs at about 0.01s, the surface reflection at about 0.05s for both shots. The good 

agreement between data and model provides a source depth estimate for Shots 3 and 4 

of 29.8 and 29.7 m, respectively. Shot 3 depth is selected to the preliminary synthetic  

signal analysis. 

  

(a) (b) 
Figure 19. Source depth estimates using a short-range vertical propagation 

model and data from the reference hydrophone. Shot 3 source depth is 
29.8 m (a) and Shot 4 source depth is 29.7 m (b). 
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A Geospectrum M20-105 vector sensor system was used in the sea test. The  

sensor itself was suspended from the frame with a nylon rope as shown in Figure 20(a). 

The system frame was place on the seafloor at ~85 m depth [Figure 18(c)]. To mitigate 

flow noise, the system was covered prior to the deployment with a fabric as shown in  

Figure 20(b).  

 

 

(a) (b) 
Figure 20. Vector sensor system used in the sea test, model GTI M20-

105 (a) and the system was covered to minimize flow noise (b). 

As for the effective bottom model [3], in the preliminary synthetic signal analysis 

both sediment layer and sub-bottom have constant sound speed and density. The sea test 

data analysis includes a constant sound speed gradient to the sediment layer.  

Regarding ground truth information [3], the bottom is composed mainly by mud, 

very fine sand, and silt according to the California Seafloor Mapping Program [31].  

C. RESULTS 

1. Inversion Method 

The inversion method uses DC replicas directly computed by KRAKEN group 

speed. Since bathymetry has a slow variation, adiabatic approximation is applied according 

to [32]. 
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Since KRAKEN is a normal modes model, the total range is divided into 𝑁𝑁 range 

segments and it can be shown that the equivalent group speed is given by 

𝑐𝑐𝑔𝑔𝑔𝑔𝑒𝑒 =
𝑁𝑁

∑ 1
𝑐𝑐𝑔𝑔𝑔𝑔𝑖𝑖

𝑁𝑁
𝑖𝑖=1

 .                                                      (31) 

𝑁𝑁 is determined based on the constraint that the maximum bathymetry vertical step 

must be less than or equal to the highest frequency component wavelength. Figure 21 

shows a comparison between KRAKEN and RAM when such constraint is applied to the 

environment model shown in Figure18(c), using the geoacoustic parameters shown in the 

column “TRUE value” of Table 1 and frequency range 80 to 420 Hz. Once the correct 

number of range segments has been determined, the DCs are easily obtained using 

Equation 31 and KRAKEN group speed results.  

 
Figure 21. Comparison between RAM and KRAKEN using a bathymetry 

maximum vertical step of 2 m and 11 range segments, which shows 
that the number of range segments is adequate, providing good 

matching between both propagation models full-field predictions. 
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GA convergence issues, and considering the time to run the increased number of 

optimizations due to the multichannel technique used in this work, a hybrid approach is 

adopted with two GA instances followed by two Bayesian optimization instances, where 

the lower and upper bounds of each searched parameter shrink accordingly as the 

optimization process moves forward. The optimization tools are based on MATLAB 

function “ga” within the Global Optimization Toolbox and on the function “bayesopt” 

within the Statistics and Machine Learning Toolbox. 

The cost function d is based on the minimization of the mean squared error average 

between the DC estimate, which is calculated from data, and DC replica travel times with 

frequency being the independent variable according 

𝑑𝑑 =
1
𝑀𝑀
�

1
𝑁𝑁𝑚𝑚

��𝑡̂𝑡𝑚𝑚(𝑓𝑓𝑖𝑖) − 𝑡𝑡𝑚𝑚 𝑟𝑟(𝑓𝑓𝑖𝑖) + 𝑑𝑑𝑑𝑑�2
𝑁𝑁𝑚𝑚
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𝑀𝑀

𝑚𝑚=1

 ,                              (32) 

where 𝑀𝑀 is the number of modes, 𝑁𝑁𝑚𝑚 is the number of points of a specific mode DC,  𝑡̂𝑡𝑚𝑚 

is the DC estimate travel time, 𝑡𝑡𝑚𝑚 𝑟𝑟 is the DC replica travel time and 𝑑𝑑𝑑𝑑 is a time shift 

included as a search parameter when the sea test signals are used to compensate for small 

range mismatches.  

The performance evaluation of the optimization approach was conducted as 

follows: the same geoacoustic parameters shown in the column “TRUE value” of Table 1 

were picked to generate DC using KRAKEN group speed. In all trials tested, the hybrid 

optimization found the exact vector indicating a stable performance. Table 1 illustrates one 

trial and the vectors found by each optimization round, where it is possible to see the 

continuous improvement in geoacoustic parameters estimation as the optimization moves 

to the next round. 
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Table 1. Optimization performance test, where it is shown the continuous 
improvement in the geoacoustic parameters estimation as the optimization 

moves to next round.                            

Parameter Unit Search bounds Step TRUE 
value 

GA round 1 
estimate 

GA round 2 
estimate 

Bayesian 
round 1 
estimate 

Bayesian 
round 2 
estimate 

𝑐𝑐𝑠𝑠 m/s 1440 - 1600 1 1480 1473 1480 1480 1480 

ρ𝑠𝑠 g/cm3 1.20 - 1.60 0.01 1.40 1.39 1.42 1.39 1.40 

𝐻𝐻𝑠𝑠 m 1.0 – 20.0 0.1 10.0 10.5 10.0 10.0 10.0 

𝑐𝑐𝑏𝑏 m/s 1600 - 2000 1 1700 1712 1701 1700 1700 
ρ𝑏𝑏 g/cm3 1.60 - 2.40 0.01 1.80 1.93 1.89 1.79 1.80 

 
𝑐𝑐𝑠𝑠 is the sediment sound speed (𝑚𝑚/𝑠𝑠), ρ𝑠𝑠 the sediment density (𝑔𝑔/𝑐𝑐𝑐𝑐3), 𝐻𝐻𝑠𝑠 the sediment 
thickness (𝑚𝑚), 𝑐𝑐𝑏𝑏 the sub-bottom sound speed (𝑚𝑚/𝑠𝑠), and ρ𝑏𝑏 the sub-bottom density (𝑔𝑔/𝑐𝑐𝑐𝑐3). 

 

2. Preliminary Evaluation Using Synthetic Signals  

The evaluation using synthetic signals aims to demonstrate if the vector-sensor 

multichannel DC averaging can improve results over pressure-only analysis. White noise 

is added with the same ratio to the pressure and velocity full-field predictions at the 

following SNRs: ∞, 25, 20, 15 and 10 dB. Regarding modes separation, two approaches 

are tested: in the first one, KRAKEN provides the individual modes waveforms already 

separated in order to test the results without the influence of TW. In the second one, RAM 

provides full-field results that require the application of TW to separate the modal arrivals. 

TW is then tested using binary masking and BPF masking methods to compare stability of 

results.  

The overall evaluation is realized with and without DC averaging, which can 

include six different calculations: pressure-only, radial velocity-only, vertical velocity-

only, combination of pressure and radial velocity, combination of pressure and vertical 

velocity and finally, combination of pressure, radial and vertical velocities. When 

KRAKEN individual modes waveforms are used, the number of calculations is reduced 

to three, since radial velocity is not available. The environment model used is shown 

in Figure18(c), source depth of 29.8 m, the range is 3080 m and the frequency band  

80–420 Hz. 
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Figure 22 shows the DCs obtained using KRAKEN individual mode waveforms 

applying reassigned spectrogram and ridge function, and including modes 5, 7, 8, 9, 10 and 

11. Such modes were picked to minimize DC distortions caused by source or receiver being 

close to mode function nodes, what tends to happen with the vertical velocity since the 

receiver depth is close to the bottom.  

 
                   (a)               (b)         (c) 
Figure 22. DCs obtained applying reassigned spectrogram and ridge function to 

KRAKEN individual mode waveforms. The “true” DC is provided by 
KRAKEN group speed using adiabatic approximation. Comparison between 
pressure DC and true DC (a). Comparison between vertical velocity DC and 

true DC (b). Comparison between the combination of pressure DC and vertical 
velocity DC with true DC (c). 

One should notice that the DCs presented in Figure 22 do not guarantee perfect 

inversion results. Small changes in bottom parameters tend to cause tiny changes in the DC 

shape, which can be comparable to the errors imposed by the technique used to retrieve 

them, like reassigned spectrogram and ridge function used in this chapter. To exemplify 

that, Figure 23 zooms in two regions of mode 10 shown in Figure 22. 
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                             (a)                             (b)  
 

Figure 23. Two regions of mode 10 DC extracted from Figure 22. 
Region where the DC averaging helps since the true DC is 

approximately half-way between pressure and vertical velocity (a). 
Region where the DC averaging does not help, the vertical 

velocity DC in this case is the best option (b). 

Figure 23(a) illustrates one region where DC averaging can improve results, 

whereas Figure 23(b) presents a region where vertical velocity is a better option. Since in 

real world application there is no reference to compare with and considering that a full 

retrieved DC possesses many regions where averaging helps, but others where it does not 

help, the results presented ahead will show if the net contribution of averaging is worth the 

increasing cost in signal processing.  

In the case of the DC obtained using RAM full-field predictions, Figure 24(a) 

shows the use of a binary mask and Figure 24(b) shows the use of a band-pass filter mask, 

using TW to separate the modes. 
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(a) (b) 

Figure 24. Warped-domain spectrogram. A binary mask is used, which applies 
rectangular windows of different sizes to each column of the warped-

domain Short-time Fourier transform matrix (a). A band-pass filter mask is 
used, which applies a band-pass filter with constant bandwidth to each 
column of the warped-domain Short-time Fourier transform matrix (b). 

A binary mask, to be referred to as TRAD mask, applies rectangular windows of 

different sizes to each column of the warped-domain Short-time Fourier transform (STFT) 

matrix. The consequent abrupt transition in the frequency-domain causes distortions in the 

time-domain. In 2021, Guarino et al. [9] proposed a band-pass filter mask approach, to be 

referred to as BPF mask, which improved results substantially. Another benefit of the BPF 

mask is that it makes it easier to mask the mode in a more precise way, depending less on 

the ability of the operator, which is required when using TRAD mask [1]. For that reason, 

the BPF mask is used in this chapter. 

Additionally, to minimize errors, each mode is masked four times and the 

average DC is taken. Figure 25 shows the DCs obtained using BPF mask, including modes 

5,7,8,10, and 11. 



35 

 

  

(a) (b) (c) 
Figure 25. RAM based DCs, separated with TW and BPF 

mask using pressure signal (a), using radial velocity signal 
(b), and using vertical velocity (c). 

Finally, the optimization tools are based on MATLAB function “ga” [34] within 

the Global Optimization Toolbox and on function “bayesopt” [35] within the Statistics and 

Machine Learning Toolbox. 

The uncertainties of the preliminary analysis using synthetic signals are estimated 

using the MATLAB Bayesian Optimization object, which connects to the function 

“predictObjective” [36] that in turn provides the standard deviation around the minimum 

predicted estimate, using the posterior distribution of the Gaussian process model. The 

geoacoustic parameters uncertainties are estimated as follows: the standard deviation (σ) 

calculated using the function “predictObjective” is added to the point with the lowest cost 

function score, defining a threshold as shown in Figure 26(a) by the black dashed line. All 

points (vectors) with cost function score lower or equal to the threshold are taken. Within 

those points, the root-mean-square (RMS) is calculated and the uncertainty is estimated as 

illustrated in Figure 26(b). The procedure is applied to estimate all geoacoustic parameters 

uncertainty as shown in Figure 26(c–e). 
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Figure 26. Example of optimization scatter plots when white noise is added to 

the RAM pressure signal at a signal to noise ratio of 20 dB and TW is 
applied to separate the modes using BPF mask. In the y-axis, d is the result 
of Equation 32. The threshold is obtained adding to the lowest cost function 

score the standard deviation obtained using the MATLAB function 
“predictObjective” (a). The geoacoustic parameter uncertainty is calculated 

considering all points below the threshold represented by the dashed line 
(b). The same procedure is applied to estimate all geoacoustic parameters 
uncertainty. cs is the sediment sound speed (m/s), ρs the sediment density 
(g/cm3), Hs the sediment thickness (m), cb the sub-bottom sound speed 

(m/s), and ρb the sub-bottom density (g/cm3) (c–e). 

Finally, Figure 27 shows the inversion results using synthetic signals including  

the channels combinations and using BPF mask at the following signal-to-noise ratios: ∞, 

20, and 10 dB. In addition, “KRAKEN mode waveform” approach is included to provide 

results without the influence of TW. Still, the SNRs 25 and 15 dB are not included, since 

the results are similar to the other SNRs tested.  
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Figure 27. Estimated geoacoustic parameters using synthetic signals. “KRAKEN 

mode waveform” presents results without the influence of TW. The remaining 
results are RAM based with white noise included at the ratios ∞, 20 and 10 dB, 

applying TW to separate the modes using BPF mask.  
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First, Figure 27 shows that when the SNR is lowered, the geoacoustic parameters 

estimation gets worse, which is an expected behavior. It still shows that 20 dB represent a 

reasonable SNR to obtain better results, which is easily achievable using explosive (e.g., 

SUS) or implosive (e.g., light bulbs) sources.  

Second, the uncertainty of “KRAKEN mode waveform” is a bit lower, especially 

for ρ𝑠𝑠, 𝑐𝑐𝑏𝑏 and ρ𝑏𝑏, which indicates that TW tends to increase the uncertainty of the estimated 

parameters. When the SNR is low, an analogous behavior is observed. Such behavior 

suggests the worse the DC quality to be matched by the optimization process, the higher 

the uncertainty of the results, which makes sense. 

Third, TW slightly increases the results variance, and the worst case is observed at 

the lowest SNR.  

Next, a comparison is made between TRAD mask and BPF mask results for 

noiseless situation. Figure 28 shows the percentage error between estimate and true value 

for each geoacoustic parameter. The BPF mask improves 𝑐𝑐𝑏𝑏 estimation and has some 

positive effect on 𝐻𝐻𝑠𝑠 and ρ𝑏𝑏 as well. Figure 29 presents the RMS percentage error 

calculated over all geoacoustic parameters percentage errors of Figure 28.  

 
Figure 28. Comparison between TRAD mask and BPF mask for noiseless situation, 

considering the percentage error between estimate and true value. 
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Figure 29 indicates that the BPF mask improves results over the TRAD mask. 

If the average is taken over all combinations of Figure 29, the error decreases by a factor 

of 1.3.  

  
Figure 29. Comparison between TRAD mask and BPF mask for noiseless 

situation, considering the RMS percentage error calculated over all 
geoacoustic parameters percentage errors of Figure 28. 

Figure 30(a,b) illustrate the RMS percentage error for SNR ∞ and 20 dB, using BPF 

mask and including all combinations of channels. Figure 30(b) shows that pressure and 

vertical velocity produce better results, and Figure 30(c) confirms that the combination of  

𝑝𝑝,𝑢𝑢𝑧𝑧 is more stable and the best choice, with a modest improvement over pressure-only 

method. The same result applies to “KRAKEN mode waveform,” which indicates that the 

combination of  𝑝𝑝,𝑢𝑢𝑧𝑧 helps to mitigate the distortions caused using reassigned spectrogram 

and ridge function. 

 
Figure 30. Inversion performance using BPF mask. Results without noise (a). 

Results show that the vertical velocity improves error (b). Results confirm 
that the combination p, uz is more stable and the best choice, with a modest 

improvement over pressure-only method (c). 
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3. Inversion of Sea Test Data 

The results of the preliminary analysis using synthetic signals showed that the BPF 

mask performs at least the same as or better than the TRAD mask. Therefore, only the BPF 

mask is used to evaluate the sea test data. 

First, the DC retrieval using sea test data follow the same procedure of the synthetic 

signals. To illustrate the shots waveforms, Figure 31 shows both shots including pressure 

(𝑝𝑝) and horizontal velocity (𝑢𝑢𝑥𝑥), and vertical velocity (𝑢𝑢𝑧𝑧).  

 
Figure 31. Vector sensor shots 3 and 4 collected data. On the 

left pressure (p) and horizontal velocity (ux), and on the 
right vertical velocity (uz). The plots include the SNR of 

each signal. 

All channels have high SNR. The calculation was done taking the RMS value right 

before the signal, for noise calculation, and including the signal until ~2.2 s. In both cases, 

the vertical velocity channel is the noisiest compared to the other channels, but still with 

good SNR of 19.8 and 31.1 dB, respectively. To improve the separation of modes in the 

warped-domain, according to Duan et al. [26], source deconvolution is applied. Figure 32 

illustrates the deconvolved pressure signals for shots 3 and 4. For the sake of 

representation, shot 4 is shifted to the right to match shot 3’s position, since shot 4 has a 

shorter range. Figure 33 illustrates the respective spectrograms in the warped-domain. 
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Figure 32. Deconvolved pressure signals for shots 3 and 4. 

 

 
    

(a) (b) 

Figure 33. Shot 3 deconvolved signals warped-domain 
spectrograms: pressure (a) and vertical velocity (b). 

The spectrograms of Figure 33 present higher intermodal interference in the warped 

domain compared to the synthetic signal spectrogram showed in Figure 24, which affects 

the DC retrieval capabilities and the duration of the retrieved DC in time as illustrated in 

Figure 34(a), especially for modes 9 and 10. Figure 34(b) zooms in modes 4 and 5 DC. 
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(a)                                                               (b) 

 

Figure 34. Shot 3 DCs retrieved using BPF mask, including modes 4, 
5, 7, 9, 10. Pressure (p), horizontal velocity (ux), and 

vertical velocity (uz) (a) . Modes 4,5 DC zoomed in (b).  

The inversion is calculated using the most stable portions of the DC considering 

modes 4, 5, 7, 9, 10, as shown in Figs. 33 and 34. In addition to the geoacoustic parameters 

𝑐𝑐𝑠𝑠 , ρ𝑠𝑠 ,𝐻𝐻𝑠𝑠 , 𝑐𝑐𝑏𝑏 , ρ𝑏𝑏, three other parameters are included in the inversion: sediment sound 

speed gradient (∇𝑐𝑐𝑠𝑠), range (𝑅𝑅), and time shift (𝑑𝑑𝑑𝑑) as shown in Equation 32 to account 

for range mismatches. 

The geoacoustic parameters uncertainty estimation follows the same procedure 

shown in Figure 26, which is based on travel time uncertainty, but the threshold here is 

obtained using the mode travel time measurement in the actual experiment, with different 

contributions like ambient noise, for instance. Since each mode is selected with four 

different masks, the travel time uncertainty is then estimated using the RMS difference 

among the four DC of the same mode, for each frequency bin, and then averaged over all 

frequencies and all modes. The results indicate that the BPF mask decreases the uncertainty 

of the velocity channels, bringing it down to the pressure channel uncertainty level.  

The geoacoustic inversion results are presented in Figure 35, where dark blue 

indicates pressure and orange indicates combination of pressure DC and vertical velocity 

DC, for both shots 3 and 4. 
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Figure 35. Estimated geoacoustic parameters using shots 3 and 

4 data. Dark blue indicates pressure and orange indicates 
combination of pressure DC and vertical velocity DC, 
where BPF mask is used in TW to extract de modes.  

Figure 35 does not present the estimation of sound speed gradient. The results were 

highly variable, and the overall inversion improved when no gradient was considered.  
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D. DISCUSSION 

This chapter presents a multichannel geoacoustic inversion technique based on DCs 

averaging using data collected in Monterey Bay in 2019. The motivation is to utilize 

additional statistics, especially since the observations are limited to only two light bulb 

implosions. The implementation of two forward models (KRAKEN, RAM) allowed us to 

investigate and compare their accuracy to predict components of the vector field in a range 

dependent environment. Linking the number of range segments to the bathymetry 

maximum vertical step using KRAKEN allowed for good matching with RAM’s 

predictions as shown in Figure 21.  

RAM required TW to separate modes and we compared two different signal 

processing implementations to extract DC for processing. The BPF mask approach 

proposed by Guarino et al. [9] reduced the velocity channels uncertainty and improved 

results for the estimation of bottom attenuation coefficient. Results in conjunction with [9] 

suggest that the TRAD mask should not be the first choice when TW is required. The mode 

masking procedure in TW was chosen to be the major source of uncertainty for data since 

the selection of modes is very subjective, depending on the operator’s ability.  

The synthetic analysis suggests that the DC estimated from the vector sensor radial 

velocity channel does not improve the inversion [Figure 30(b)], largely because pressure 

and radial velocity waveforms tend to be very similar. Figure 31 illustrates this similarity.  

The vertical channel offers added value for some data-parts to improve parameter 

estimates. The synthetic analysis suggests a positive net contribution of averaging pressure 

and vertical velocity DCs to reduce distortions caused by the reassigned spectrogram and 

ridge function, as shown in Figure 30. Without TW the improvement is even more 

significant and reduces uncertainty [Figure 30(c)]. With TW a modest improvement is still 

observed yet with increased uncertainty. 
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Figure 36. Estimated geoacoustic parameters using shot 3 (s3) and shot 4 (s4) data. 

Only results for p and p, uz combination is presented. 

Data results in Figure 36 present estimated parameters for the channel combinations 

𝑝𝑝 and 𝑝𝑝,𝑢𝑢𝑧𝑧. Overall, Shots 3 and 4 present similar results due to the high SNR of both light 

bulb implosions and the range is estimated consistently. Considering 𝑝𝑝,𝑢𝑢𝑧𝑧 combination, 

the range estimation for Shot 4 is 3083 m (GPS 3065 m) and for Shot 3 is 3106 m (GPS 

3090 m). The differences of 18 m and 16 m, respectively, are comparable to the distance 

between the GPS antenna location in the boat and the location where the light bulb was 

deployed. Those differences also account for the uncertainty associated with the vector 

sensor’s exact location on the seafloor. Figure 37 shows the synthetic results for SNR 25 

and 20 dB using BPF mask to help with the interpretation of Figure 36 results. 
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Figure 37. Estimated geoacoustic parameters using synthetic 
signals, SNR 25 and 20 dB and BPF mask. Only results for 

p and p, uz combination is presented. 

The combination 𝑝𝑝,𝑢𝑢𝑧𝑧 for the synthetic results of Figure 37 have lower variance 

compared to pressure-only, which does not apply to all parameters for the at-sea test data 

in Figure 36. One explanation for the increased variance is a changing intermodal 

interference in the warped-domain. It is difficult to exactly quantify that effect on the 

limited number of data points in this work; yet, results in Figure 36 demonstrate that data 

from the vertical channel is similar to the pressure data and thus can reduce uncertainty in 

the parameter estimates. Since each geoacoustic parameter has a different effect on the DC 

shape, a multi-channel combination can be beneficial for some parameters estimation, but 

potentially not for all. Table 2 shows the final geoacoustic inversion estimation. 
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Table 2. Geoacoustic inversion final parameters estimation 
using sea test data.  

 
 
 

E. CONCLUSION 

This chapter investigated the hypothesis that the multichannel DC averaging adds 

value to the conventional pressure-only analysis. Sea test data and synthetic predictions 

using models KRAKEN and RAM were adopted, TW used to separate modal arrivals, and 

a hybrid optimization approach included. We show that the combination of pressure and 

vertical velocity DCs can improve parameter estimates, and lower results variance. We also 

looked at the band-pass filter masking approach for modal separation, which indicated that 

the traditional binary mask should not be the first choice when TW is required.  

 

 

 

 

 

 

 

mean std deviation mean std deviation mean std deviation selected 
combination

cs (m/s) 1585 8 1584 5 1584 5 p,uz

ρs (g/cm3) 1.28 0.04 1.21 0.05 1.21 0.05 p,uz

Hs (m) 5.4 0.3 5.2 0.4 5.4 0.3 p

cb (m/s) 1827 16 1874 19 1874 19 p,uz

ρb (g/cm3) 1.63 0.07 1.69 0.07 1.63 0.07 p

Pressure-only results Combination of pressure 
and vert. velocity results Final parameter estimates
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IV. IMPROVEMENTS USING WAVEFORM MATCHING

This chapter is based on the manuscript [11] (Geoacoustic inversion using 

waveform matching as a preliminary step in dispersion curve analysis to assess bottom 

attenuation from a single vector sensor) that was submitted for publication in the 

International Congress on Acoustics (ICA2022) on May 12, 2022. The manuscript is under 

review with the number ABS-0288.  

A. INTRODUCTION

In shallow water ocean waveguides, sound propagation presents a dispersive 

behavior, being greatly influenced by the ocean bottom properties. Such behavior is 

represented by DCs, which reflect the dependency of normal mode travel time with 

frequency, the most broadly used feature [1], [2], [14] in ocean remote sensing for the 

geoacoustic inversion of environmental parameters. Normal mode properties can be 

identified using different approaches, and TW is one that has been increasingly adopted 

by the acoustics community for modal separation. It is a technique that relies on one 

sensor using broadband signals, which simplifies the at-sea probing task. Bonnel et al. 

present details about TW in [1].  

Despite being very popular, DC inversion techniques suffer from intrinsic errors 

and distortions associated with normal mode separation via TW methods, such as (1) the 

lack of high resolution in time-frequency analysis, (2) the use of an imperfect TW operator 

based on the ideal waveguide, which affects performance in more complex environments, 

and (3) the abrupt transitions included in the processing caused by rectangular windows 

applied both in the time-domain, before the warping transformation, and in the time-

frequency domain using binary masks. Some approaches have been proposed to attenuate 

such distortions, like the use of a band-pass filter (BPF) mask [9] and utilization of 

additional acoustic channels included in vector sensors.  

Many researchers have studied vector sensors in geoacoustic inversion, beyond 

their application in direction finding or target tracking. In 2021, Guarino et al. [9] showed 

that the modal phase difference between pressure and vertical velocity can be a possible 
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candidate for the estimation of the bottom attenuation coefficient. This has been 

traditionally estimated, for example, using pressure-only sensors and mode amplitudes, 

as done by Duan et al. [26] in 2016. In 2022, Guarino et al. [10] discussed the value 

added by doing multichannel averaging of pressure and vertical velocity DCs to reduce 

distortions.  

This chapter expands the analysis done in [10]. The former study investigated the 

averaging hypothesis using synthetic signals and data collected on a single vector sensor 

deployed on the northern shelf during the Monterey Bay 2019 experiment. The inversion 

showed that the combination adds value to the pressure-only analysis and improved results. 

This work uses the same data and environmental model of [10]. The inversion 

utilizes sound speed profiles measured during the test event and assumes a sediment layer 

of constant thickness overlying a deeper sub-bottom type. Since data can be contaminated 

by other sources of error like noise and mode coupling, these effects can worsen DC quality 

even more. In this context, this chapter discusses the value added by using waveform 

matching [37] as a preliminary step to improve the performance of the DC inversion. The 

chapter shows that waveform matching can provide a way to check the DC quality and 

improve DC inversion. It is also shown that waveform matching results can be refined with 

simultaneous matching of pressure and vertical velocity waveforms, and using the modal 

phase difference for better estimates of bottom attenuation.  

To show this, the KRAKEN [7] normal mode model is applied for synthetic 

predictions, which include DCs based on group speed, and full-field and individual mode 

predictions for both pressure and vertical velocity using the adiabatic approximation. To 

guarantee optimum results, KRAKEN is first calibrated using the parabolic equation model 

RAM [8] as a reference.  

As for the optimization approach, the same structure is used as in [10]. Genetic 

algorithms (GAs) can rapidly locate the global optimum; however, it can be slow to locate 

the exact local optimum in the region of convergence. A hybrid optimization approach is 

implemented to expedite convergence.  
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This chapter is organized as follows: the sea test characteristics, environmental 

model and DC inversion scheme are briefly explained, and details can be found in [10]. 

The inversion scheme for waveform matching is defined. Next, DC inversion is applied 

using the multichannel combination of pressure and vertical velocity and band-pass filter 

mask (BPF) using TW, as shown in [10] to be the best option. Waveform matching is 

then applied individually for pressure and vertical velocity data, and for both signals 

simultaneously. After that, the modal phase difference approach is presented and used 

to refine the waveform matching outcomes. The estimated parameters from both DC 

inversion and waveform matching inversion are used to generate synthetic DC, and such 

replicas are compared with the DC from data to evaluate the quality of the DC inversion. 

The results show that in the case of this chapter, waveform matching inversion 

performs better than the DC matching inversion, supported by the modal phase difference 

approach and simultaneous matching. The manuscript concludes with our analysis of 

experimental data followed by a discussion of results.  

B. SEA TEST CHARACTERISTICS AND ENVIRONMENTAL MODEL 

This section presents a description of the sea test characteristics and environmental 

model. More details can be found in [10]. The acoustic data was collected in 2019 in 

Monterey Bay. Figure 38(a) shows a bathymetric map of the experiment location. The 

location of two yellow markers labeled Shot 3 and Shot 4 correspond to two light bulb 

[Figure 38(b)] implosions. The environmental model assumes a sediment layer of constant 

thickness overlying a deeper sub-bottom type, as illustrated in Figure 38(c). 

Prior information from two CTD casts are used in this work: CTD6 and CTD5 are 

taken at the vicinity of the source (light bulb) and receiver (vector sensor). A reference 

hydrophone near the source was used, which allowed us to estimate the source depth for 

Shots 3 and 4 of 29.8 and 29.7 m, respectively. A Geospectrum M20-105 vector sensor 

system was used in the sea test. The sensor itself was suspended from the frame with a 

nylon rope as shown in Figure 38(d). The system frame was place on the seafloor at ~85 

m depth [Figure 38(c)]. To mitigate flow noise, the system was covered prior to the 

deployment with a fabric. 
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(a) (b) 

  
(c)  (d) 

Figure 38. Overall sea test characteristics. Location of the test event in Monterey 
Bay, showing the positions of the two light bulb implosions in yellow, CTD 
castings in white and vector sensor in red (a). Light bulb system setup. The 

implosion is carried out sending a messenger from the boat that travels 
along the rope and breaks the light bulb (b). Range dependent environmental 

model used in the analysis (c). Vector sensor system used in the sea test, 
model GTI M20-105 (d). 

As for the effective bottom model [3], the sub-bottom has constant sound speed, 

density and attenuation coefficient, whereas the sediment layer has all parameters constant 

except for the sound speed that has a constant gradient. Regarding ground truth information 

[3], the bottom is composed mainly by mud, very fine sand, and silt according to the 

California Seafloor Mapping Program [31].   
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C. INVERSION METHODS 

The inversion methods use DCs directly computed by KRAKEN group speed, and 

full-field and individual mode predictions, which are used for waveform matching and 

phase difference approaches, applying an adiabatic approximation. Since KRAKEN is a 

normal mode model, the number of range segments is determined based on the constraint 

that the maximum bathymetry vertical step must be less than or equal to the highest 

frequency component wavelength, as shown in [10]. Figure 39 shows a comparison 

between KRAKEN and RAM for calibration purposes for a certain set of environmental 

parameters, according to Figure 38(c).  

 
Figure 39. Comparison between KRAKEN and RAM for a 

certain set of environmental parameters according to 
Figure 38(c). Both waveforms match consistently for 

calibration purposes.  

The hybrid optimization approach applies two genetic algorithm (GA) instances 

followed by two Bayesian optimization instances, where the lower and upper bounds of 

each searched parameter shrink accordingly as the optimization process moves forward. 

The optimization tools are based on the MATLAB function “ga” [34] within the Global 

Optimization Toolbox and on the function “bayesopt” [35] within the Statistics and 

Machine Learning Toolbox. 

The cost function 𝑑𝑑 for the DC inversion is based on the minimization of the mean 

squared error average between the DC estimate, which is calculated from data, and DC 

replica travel times with frequency being the independent variable according to 
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𝑑𝑑 =
1
𝑀𝑀
�

1
𝑁𝑁𝑚𝑚

��𝑡̂𝑡𝑚𝑚(𝑓𝑓𝑖𝑖) − 𝑡𝑡𝑚𝑚 𝑟𝑟(𝑓𝑓𝑖𝑖) + 𝑑𝑑𝑑𝑑�2
𝑁𝑁𝑚𝑚

𝑖𝑖=1

𝑀𝑀

𝑚𝑚=1

 ,                        (33) 

where 𝑀𝑀 is the number of modes, 𝑁𝑁𝑚𝑚 is the number of points of a specific mode DC,  𝑡̂𝑡𝑚𝑚 

is the DC estimate travel time, 𝑡𝑡𝑚𝑚 𝑟𝑟 is the DC replica travel time and 𝑑𝑑𝑑𝑑 is a time shift 

included as a search parameter when the sea test signals are used to compensate for small 

range mismatches. The cost function 𝑑̂𝑑 for the waveform matching is defined as 

𝑑̂𝑑 = �
1
𝑀𝑀
��𝑦𝑦[𝑖𝑖 + 𝑁𝑁] − 𝑦𝑦𝑟𝑟[𝑖𝑖]�2
𝑀𝑀

𝑖𝑖=1

  �1 −
|𝑦𝑦𝑇𝑇 .𝑦𝑦𝑟𝑟|
|𝑦𝑦||𝑦𝑦𝑟𝑟|�  ,                       (34)  

where 𝑦𝑦 is data (pressure or vertical velocity), 𝑦𝑦𝑟𝑟 is the replica, and 𝑁𝑁 is a shift included as 

a search parameter to account for range mismatches. The first term is the root mean square 

error (RMSE) and the second term includes the correlation coefficient. The calculation is 

done using only the portion of data where signal is present. The choice for both terms 

allows for replicas that do not match perfectly, working as a balance between both 

calculations, with the first part mostly matching amplitude, and the second part mostly 

matching phase. This approach was found useful for the employed reduced order bottom 

model. 

D. INVERSION OF DATA USING DCS    

Data is inverted using shots 3 and 4. Both shots have high SNR for pressure and 

vertical velocity signals. To illustrate, considering shot 4 the SNR values are 38.3 dB and 

31.1 dB, respectively. To improve the separation of modes in the warped-domain, 

according to Duan et al. [13], source deconvolution is applied. Details about the pressure 

and vertical velocity full-field and deconvolved signals can be found in [10]. The modes 

are then separated using TW with a BPF mask, as shown in Figure 40(a) for the pressure 

signal while Figure 40(b) shows the warped-domain spectrogram for the vertical velocity 

signal, and Figure 40(c) shows the pressure and vertical velocity retrieved DCs.  
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(a)                                          (b)                                                (c) 

Figure 40. Shot 4 data. Warped-domain spectrogram for deconvolved 
pressure signal using BPF mask (a). Warped-domain spectrogram for 
deconvolved vertical velocity signal (b). Deconvolved pressure and 

vertical velocity retrieved DCs for modes 4, 5, 7, 9, 10 (c).  

The warped-time spectrograms and DCs for shot 3 can be found in [10]. Table 3 

shows the inverted parameters for shots 3 and 4, and Figure 41 shows the DCs and the full-

field collected data compared with Table 3’s shot 4 replica.  

Table 3. Inverted parameters for shots 3 and 4 using the combination of 
pressure and vertical velocity DCs.  

 cs 
(m/s) 

∇cs 
(m/s/m) 

ρ s 
(g/cm3) 

as 
(dB/m/kHz) 

Hs 
(m) 

cb 
(m/s) 

ρb 
(g/cm3) 

ab 
(dB/m/kHz) 

range 
(m) 

Shot 3 1574 8.5 1.29 x 5.0 1914 2.00 x 3100 

Shot 4 1577 7.5 1.32 x 6.4 1773 1.60 x 3083 

 
𝑐𝑐𝑠𝑠 and 𝑐𝑐𝑏𝑏 are the sediment and sub-bottom sound speeds (𝑚𝑚/𝑠𝑠), ∇cs is the sediment sound speed gradient 
(𝑚𝑚/𝑠𝑠/𝑚𝑚), ρ𝑠𝑠 and ρ𝑏𝑏 are sediment and sub-bottom densities (𝑔𝑔/𝑐𝑐𝑐𝑐3), 𝑎𝑎𝑠𝑠 and 𝑎𝑎𝑏𝑏 are the sediment and 
sub-bottom attenuation coefficients (𝑑𝑑𝑑𝑑/𝑚𝑚/𝑘𝑘𝑘𝑘𝑘𝑘), and 𝐻𝐻𝑠𝑠 is the sediment thickness (𝑚𝑚). 
 

The range estimates in Table 3 are different because shots 3 and 4 were taken at 

slightly different locations as shown in [10]. Figures 41(b,c) show that the parameters 

found using the DC inversion do not provide a good matching in the time-domain. It can 

be noticed in the same figure that the replica low order modes travel faster than the ones in 

data, which suggests, for example, that sediment sound speed is overestimated. This 

suggests that the DC inversion must be compared with waveform matching, results for 

mode 4 
mode 5 

mode 7 

mode 9 
mode 10 
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which will be presented in a subsequent section. Prior to that comparison, the next section 

presents the modal phase difference approach.  

 

 
(b) 

 
 (c) 

Figure 41. Comparison between data and replica for shot 4 inverted 
parameters. Pressure channel DCs for modes 4, 5, 7, 9, 10 (a). Pressure 

channel full-field (b). Vertical velocity channel full-field (c).  

E. MODAL PHASE DIFFERENCE APPROACH 

The modal phase difference is directly related to the modal attenuation coefficient. 

Following an analogous derivation as in [9], the modal pressure using the adiabatic 

approximation is given by [32, p. 410]  

𝑝𝑝𝑚𝑚(𝑟𝑟, 𝑧𝑧) ≈ 
𝑗𝑗

ρ√8π𝑟𝑟
  𝑒𝑒−𝑗𝑗

π
4  ψ𝑚𝑚(0, 𝑧𝑧𝑠𝑠)ψ𝑚𝑚(𝑟𝑟, 𝑧𝑧)

𝑒𝑒𝑗𝑗 ∫ 𝑘𝑘𝑚𝑚�𝑟𝑟′�
𝑟𝑟
0 𝑑𝑑𝑟𝑟′

�𝑘𝑘𝑚𝑚(𝑟𝑟)
.            (35) 

The modal vertical velocity is obtained from the modal pressure gradient using the 

Euler equation 

𝑢𝑢𝑧𝑧𝑚𝑚 =
1
𝑗𝑗ωρ

 
𝜕𝜕𝑝𝑝𝑚𝑚
𝜕𝜕𝜕𝜕

,                                                          (36) 

which is found to be  
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𝑢𝑢𝑧𝑧𝑚𝑚(𝑟𝑟, 𝑧𝑧) =
𝑝𝑝𝑚𝑚
𝑗𝑗ωρ

𝜕𝜕ψ𝑚𝑚(𝑟𝑟, 𝑧𝑧)
𝜕𝜕𝜕𝜕

ψ𝑚𝑚(𝑟𝑟, 𝑧𝑧)  .                                          (37) 

The modal phase difference (∆θ) can be obtained from the modal vertical intensity 

given by 

𝐼𝐼𝑧𝑧𝑚𝑚(𝑟𝑟, 𝑧𝑧) =
𝑝𝑝𝑚𝑚 𝑢𝑢𝑧𝑧𝑚𝑚

∗

2
= 𝑗𝑗

|𝑝𝑝𝑚𝑚|2

2ωρ
 �

𝜕𝜕ψ𝑚𝑚(𝑟𝑟, 𝑧𝑧)
𝜕𝜕𝜕𝜕

ψ𝑚𝑚(𝑟𝑟, 𝑧𝑧) �

∗

= 𝐴𝐴 𝑒𝑒𝑗𝑗∆θ.           (38) 

In the case of this chapter, the mode functions (ψ𝑚𝑚) are obtained using KRAKENC. 

However, since the propagation model has been updated to provide both full-field and 

individual mode components of pressure and vertical velocity in the time-domain, 

ultimately using MATLAB the calculation is done by 

∆θ = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 �𝑓𝑓𝑓𝑓𝑓𝑓(𝑝𝑝𝑚𝑚).∗ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 �𝑓𝑓𝑓𝑓𝑓𝑓�𝑢𝑢𝑧𝑧𝑚𝑚���  .                         (39) 

In the case of data, the modal phase difference is calculated in the same way as in 

Equation 39, based on the modal pressure and modal vertical velocity signals that are 

obtained using TW.  

F. INVERSION OF DATA USING WAVEFORM MATCHING 

The optimization using waveform matching applies the same hybrid optimization 

approach of the DC matching, except for the cost function that uses Equation 34. The 

inversion is done using shots 3 and 4, matching pressure and vertical velocity individually, 

and simultaneously using both signals. In the case of the simultaneous matching, Equation 

34 is calculated for each signal, and then the results multiplied. Table 4 shows the inverted 

parameters. 

Table 4 shows that the inverted values for shots 3 and 4 using pressure-only have 

good agreement, whereas using vertical velocity-only, some parameters seem to be 

overestimated (e.g., 𝑐𝑐𝑠𝑠, 𝐻𝐻𝑠𝑠, and 𝑎𝑎𝑏𝑏). The simplicity of the bottom effective model may be 

responsible for the increase in 𝑎𝑎𝑏𝑏, which ends up being correlated with other parameters 

that are equally erroneously estimated. Therefore, when it comes to the estimation of 
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sediment and sub-bottom attenuation coefficients, the results vary substantially. On the 

other hand, when simultaneous matching is applied, the results in bold have less variance. 

The modal phase difference between pressure and vertical velocity is then used to refine 

the results of Table 4. To illustrate that, shot 4’s mode 5 is used and its waveforms for 

pressure and vertical velocity are separated from the full-field signals as shown in Figure 

42. Next, the modal phase difference is calculated using Equation 39 and the results are 

shown in Figure 43 for shot 3 in blue and shot 4 in red. Next, KRAKEN is used to generate 

the individual modes for pressure and vertical velocity for each set of inverted values of 

Table 4. The phase difference is then calculated using Equation 39, and the results shown 

in Figure 43(a–f), where data and replica can be compared. 𝑆𝑆4 (𝑝𝑝,𝑢𝑢𝑧𝑧) is the overall best 

result. Figure 44 shows the comparison of waveforms between data and replica using 

𝑆𝑆4 (𝑝𝑝,𝑢𝑢𝑧𝑧) inverted values. 

Table 4. Inverted parameters for shots 3 and 4 using waveform matching. 

 cs 
(m/s) 

∇cs 
(m/s/m) 

ρ s 
(g/cm3) 

as 
(dB/m/kHz) 

Hs 
(m) 

cb 
(m/s) 

ρb 
(g/cm3) 

ab 
(dB/m/kHz) 

range 
(m) 

S3 (𝑝𝑝) 1500 3.3 1.36 0.10 3.5 1670 2.37 0.39 3100 

S3 (𝑢𝑢𝑧𝑧) 1519 0.7 1.38 0.04 7.9 1673 2.14 1.75 3093 

S4 (𝑝𝑝) 1501 4.9 1.51 0.02 3.8 1677 2.29 0.67 3081 

S4 (𝑢𝑢𝑧𝑧) 1508 3.0 1.39 0.06 5.1 1684 2.20 1.43 3089 

S3 (𝒑𝒑,𝒖𝒖𝒛𝒛) 1503 7.2 1.55 0.24 4.8 1672 2.31 0.66 3090 

S4 (𝒑𝒑,𝒖𝒖𝒛𝒛) 1505 7.7 1.48 0.10 4.1 1672 2.28 0.68 3080 

 

 
Figure 42. Shot 4’s mode 5 waveforms for pressure and vertical 

velocity after the separation using TW with BPF mask. 
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 43. Modal phase difference between pressure and 
vertical velocity, including shots 3 and 4, and replicas 

using parameters of Table 4. (a) S3 (p). (b) S3 (uz). (c) 
S4 (p). (d) S4 (uz). (e) S3 (p, uz). (f) S4 (p, uz). 
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(a) (b) 

Figure 44. Comparison of waveforms between data and replica using inverted 
values S4 (p, uz). Pressure with correlation coefficient of 0.92 (a). 

Vertical velocity with correlation coefficient of 0.78 (b). 

G. COMPARISON BETWEEN DC AND WAVEFORM MATCHING 
INVERSIONS 

To compare results from both techniques, the waveform matching inverted 

parameters 𝑆𝑆4 (𝑝𝑝,𝑢𝑢𝑧𝑧) are used to generate synthetic DCs. Figure 45 shows the comparison 

considering only the pressure signal.  

  
(a) (b) 

Figure 45. Comparison between inversion techniques. The DC replica 
uses DC inversion inverted parameters (a). The DC replica uses 

waveform matching inverted parameters (b).  

The synthetic DCs using waveform matching shown in Figure 45(b) reveals the 

distortions in data for mode 4 above 200 Hz, mode 5 above 250 Hz, and modes 7 and 9 

above 365 Hz. Such distortions are caused by intermodal interference in the warped-
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domain, more pronounced within the low order modes at higher frequency components 

since the modes travel more closely together, as shown in the spectrogram of Figure 40(a). 

This effect ends up overestimating sediment sound speed in the DC inversion from 1505 

to 1577 m/s, for instance. Doing the DC inversion again suppressing those portions of data, 

Table 5 compares DC inversion without suppression, DC inversion with suppression, and 

waveform matching. As expected, the results improve, getting closer to the ones estimated 

by the waveform matching.  

Table 5. Comparison of results between DC inversion and waveform 
matching suppressing parts of the DCs to improve results. 

 cs 
(m/s) 

∇cs 
(m/s/m) 

ρ s 
(g/cm3) 

as 
(dB/m/kHz) 

Hs 
(m) 

cb 
(m/s) 

ρb 
(g/cm3) 

ab 
(dB/m/kHz) 

range 
(m) 

Shot 4 
(DC no 

suppression) 
1577 7.5 1.32 x 6.4 1773 1.60 x 3083 

Shot 4 
(DC with 

suppression) 
1509 1.3 1.44 x 3.6 1674 1.76 x 3090 

S4 (𝑝𝑝,𝑢𝑢𝑧𝑧) 
(waveform 
matching) 

1505 7.7 1.48 0.10 4.1 1672 2.28 0.68 3080 

 

H. DISCUSSION 

The DC inversion using TW to separate modes is broadly used [2, 13, 15]. One of 

its advantages is related to the optimization process that requires less parameters to match, 

since the travel time of normal modes, for example, is not sensitive to the bottom 

attenuation. On the other hand, small changes in the environmental parameters cause small 

changes in the DC shapes, which makes the technique susceptible to the distortions caused 

by the separation of modes, for signal processing reasons and physical reasons, like noise 

contamination. Aside from that, the tendency is to maximize the DCs energy content, 

which means to separate the DCs with the longest duration in time as much as possible to 

optimize results. However, this chapter shows that such distortions can be very subtle. 

There is no indication in Figure 40(c) of low quality DCs, for example. On the other hand, 

when the same DCs were put against the waveform matching, the distortions became 

visible. The suppression of those regions improved results as shown in Table 5 but 

decreased the energy content of the DCs, making the optimization less sensitive to some 
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parameters, which affected the estimation of sediment sound speed gradient and range, for 

instance. 

As for the waveform matching technique, the bottom reflectivity and attenuation 

affect the mode amplitudes in the receiver. Then, an erroneous estimation of one can 

adversely affect the estimation of the other. Therefore, this chapter shows that a more 

robust estimation of bottom attenuation is obtained when a vector sensor is applied using 

the modal phase difference between pressure and vertical velocity. In this chapter, such 

calculation was used to refine the inverted parameters of Table 4. However, it can be easily 

incorporated to the cost function of the optimization process.  

Additionally, Figure 44(b) shows that it is harder to match the vertical velocity 

signal compared to the pressure signal, which is shown in Figure 44(a) with a correlation 

coefficient of 0.92. That can be related to the simplicity of the bottom effective model. 

However, the correlation coefficient of 0.78 for the vertical velocity was helpful to the 

simultaneous matching that generated more stable results as shown in Table 4.  

The estimated parameters are consistent with the ground truth information about 

the region being composed by mud, very fine sand, and silt according to the California 

Seafloor Mapping Program [31].   

Finally, the results suggest based on the environment considered and data analysis 

of this chapter, although waveform matching can be used to improve the DC inversion, 

when a vector sensor is available for geoacoustic inversion, waveform matching performs 

better.       

I. CONCLUSION 

This chapter discussed the value added by using waveform matching as a 

preliminary step to improve the performance of the DC inversion method. The separation 

of modes using TW methods causes distortions to the retrieved DCs, for signal processing 

or physical reasons, like noise contamination. The results showed that waveform matching 

can be used to check the quality of the DCs retrieved from data and improve results. 
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Although the waveform matching technique has more parameters to match, like the bottom 

attenuation coefficient, we show that when a vector sensor is available, waveform matching 

results can be refined. First, doing the simultaneous matching of pressure and vertical 

velocity, and second, using the modal phase difference approach. Although in this chapter 

such approach was used to refine results after the inversion, if KRAKENC is used for the 

waveform matching, full-field and individual mode predictions can be included, and the 

modal phase difference between pressure and vertical velocity can be incorporated to the 

cost function of an optimization process, which narrows down the bottom attenuation 

calculation, avoiding erroneous estimations within correlated parameters. Overall, this 

study suggests that when a vector sensor is available for geoacoustic inversion, waveform 

matching can improve results of the DC inversion technique, but in the environment 

considered in this chapter, waveform matching is a better option.  
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V. CONCLUSIONS 

This dissertation is a collection of three peer-reviewed articles: the first one [9] 

published in the Journal of Theoretical and Computational Acoustics (JTCA), the second 

one [10] under review in the same Journal, and the third one [11] under review in the 24th 

International Congress on Acoustics (ICA2022).  

The articles present new approaches for the inversion of geoacoustic parameters 

using a vector sensor. A lot of attention has been given to this type of sensor by the 

acoustics community to improve results previously obtained with pressure-only analysis. 

Besides its important application in target tracking, this dissertation focused on the 

geoacoustic inversion of environmental parameters, where direction finding is not the main 

interest. The research was conducted using synthetic predictions and data. Two propagation 

models were used, the normal mode model KRAKEN and the parabolic equation model 

RAM, both being modified to include predictions of the vector field. It was also important 

to use both models for comparison and calibration purposes. Data was collected on the 

northern shelf of Monterey Bay in 2019, using lightbulb implosions, a reference 

hydrophone for source signature acquisition and depth estimation, a vector sensor system, 

and a CTD for SSP measurements. To improve performance, a hybrid optimization 

approach was adopted using GA and Bayesian optimization, and both propagation models 

were also changed for parallel processing capabilities. For the inversion, two normal mode 

features were used, the travel time and modal phase difference, and TW was used for modes 

separation.  

In Chapter II [9], the modal phase difference approach was investigated using 

synthetic signals, and the technique derived based on a Pekeris waveguide, which is an 

environmental model with analytic solutions for the pressure field. In this chapter, we first 

modified the TW process, where a Tukey window was included in the time-domain before 

the warping operation. Second, a columnwise band-pass filter approach was used in the 

time-frequency domain. Independent filters were calculated for each column of the STFT 

matrix for each mode. Both implementations were done to fight the inherent abrupt 

transitions of the TW process. Next, we showed that the modal phase difference between 
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pressure and vertical velocity has a much larger span in phase than using the radial velocity, 

which is the reason why the vertical velocity is better suited for real-world applications. 

The modal phase difference between pressure and radial velocity tends to be very small, 

and therefore more susceptible to signal processing artifacts. The technique was evaluated 

adding white noise before the warping transformation at different SNRs. We showed that 

loud signals with SNR > 20 dB is necessary for better results, which is perfectly achievable 

using implosive (e.g., light bulbs) or explosive (e.g., SUS) sources. The technique was also 

evaluated using a real SSP, which was scaled by a constant factor to evaluate SSP 

uncertainty, and the results showed low sensitivity to the SSP. Furthermore, if the adiabatic 

approximation remains valid and normal modes are separated, the technique can be applied 

in more complicated situations like RD and HI waveguides. The proposed technique has 

the meaning of the attenuation at the receiver site, not the path-averaged bottom 

attenuation, making it a possible candidate to shallow-water real-world applications.  

In Chapter III [10], we investigated the value added by averaging DCs, using 

different combinations of channels of a vector sensor. A preliminary analysis was done 

using synthetic signals. KRAKEN was utilized to compute DCs using group speed and 

individual mode waveforms, both applying an adiabatic approximation, and RAM was 

used for full-field predictions. TW was used to separate individual modes. Three 

combinations of channels were evaluated using KRAKEN individual mode waveforms, 

and six using RAM. White noise was also included to the RAM full-field predictions at 

different SNRs. In the synthetic analysis we evaluated (1) the performance of the technique 

when TW is not used, since KRAKEN provides the modes already separated, (2) the 

performance using TW with the TRAD and BPF masks, (3) the performance of the 

different channels combinations, and (4) the impact of signal excess on the results. We 

showed that the vertical channel offers added value to the pressure-only analysis. A 

positive net contribution of averaging pressure and vertical velocity DCs reduces 

distortions, like the ones caused by the reassigned spectrogram and ridge function, which 

resulted in a modest improvement when the combination was used. We also showed that 

the BPF mask improved results over the TRAD mask, which suggests, in accordance with 

Chapter II, that the TRAD mask should not be the first option when TW is applied. Still, a 
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SNR > 20 dB is desirable for better results. In the case of the data analysis, the results 

suggest that data from the vertical channel can help to reduce uncertainty in the parameter 

estimates. However, since each geoacoustic parameter has a different effect on the DC 

shape, the combination can possibly be beneficial for some parameters, but not for all. It 

was difficult to exactly quantify the trend using data, due to the limitation of two light bulb 

implosions.  

In Chapter IV [11], a comparison was done between the DC inversion and the 

waveform matching using the vector sensor data of the previous chapter. The DC inversion 

was applied using the combination of pressure and vertical velocity, and the modes were 

separated using TW with BPF mask, which according to chapters II and III is the best 

option. The waveform matching was applied using pressure and vertical velocity signals 

individually and simultaneously, which resulted in six sets of inverted parameters. The 

modal phase difference between pressure and vertical velocity was then used to select the 

best estimate among the six outcomes. The inversion using DCs overestimated some 

parameters like sediment sound speed, for instance. The erroneous estimation was 

identified using waveform matching, which helped to highlight the distortions on the DCs. 

We then showed that, after the suppression of the portions of DCs with distortions, value 

was added improving the results of the DC inversion. However, since the suppression 

decreased the energy content of the DCs, which made the optimization less sensitive to 

some parameters, it was not possible to obtain results as good as the waveform matching. 

In summary, the data used in this chapter suggests that when a vector sensor is available 

for geoacoustic inversion, waveform matching performs better.  

Regarding areas for future research, the DC inversion is affected by the DC quality, 

which is directly connected to the way DCs are retrieved. DC inversion has a great 

advantage over the waveform matching, since fewer parameters are necessary in the 

optimization process. However, the DC distortion is a limiting factor, and one should 

investigate different ways to obtain cleaner DCs. Finally, although the modal phase 

difference approach was used in this dissertation to refine results of the inversion using 

waveform matching, one should test the incorporation of the modal phase difference to the 

optimization process.    
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