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Abstract 

Simulations of particle trajectories on the ocean's surface 

usually involve thousands of releases. The efficiency and 

accuracy of Lagrangian trajectory algorithms, based on the 

velocities provided at the nodes of an Eulerian grid, depend 

mainly on the size of the time step (∆t) to calculate the 

movement between two consecutive points that make up the 

trajectory.  Adaptive partitioned time step schemes are viable 

alternatives, as the ∆t can be divided into parts to increase 

accuracy when the speed is high, but, to maintain efficiency, 

preserve the original ∆t when the speed is low. This study 

proposed two algorithms with adaptive particle tracking 

formulations: in one of them, the particle cannot cross the edge of the 

grid cell in a single movement, and in the other, it can, but to a limited 

extent. They were compared in a hydrodynamic simulation of currents 

forced by winds and tides in a bay with channels, islands and 

obstacles, with large variations in grid cell size and surface velocity. 

The two algorithms showed similar accuracy and efficiency, 

with some differences in channels where velocity variations 

were greater. The size of the ∆t had a notable impact on 

computing time; the choice of the size should be decided taking 

into account the desired details for trajectories. In cases of 

continuous leakage, ∆t cannot be greater than the time interval 

between two consecutive releases. 

Keywords: Adaptive partitioned time step, Lagrangian 

trajectory algorithms, ill-conditioned intersection situations. 

I. INTRODUCTION 

Lagrangian Particle Models (LPMs) for simulating particle 

trajectories in aquatic environments are crucial for providing 

information to emergency personnel in cases of oil spills and 

search and rescue operations. In its most basic form, LPM uses 

the velocity obtained from hydrodynamic  models to calculate 

the position after a displacement in a time interval ∆t. Many 

displacements make up the complete trajectory for the total 

desired period. The integral equation involving the velocity is 

discretized, and a new position PF is computed by some 

numerical method after the time step ∆t: 
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Using the Runge-Kutta formalism, for the second-order 

approach (RK-2) the new position is given by [1] 
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where         
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In practical applications the trajectory of just one particle 

is not enough, as small variations in the initial position and 

time can produce quite different results [2]. The usual is to 

obtain thousands of trajectories and analyze the results through 

statistical interpretations of particle concentrations. Overall, 

LPM simulations must have accuracy and efficiency. 

However, while a higher ∆t increases efficiency, precision is 

compromised. To combine both requirements, adaptative time 

step scheme (ATS) is the ideal solution, where ∆t is small 

when (or where) the speed is large, but when the speed 

becomes small ∆t can be increased. 

In this study, two algorithms are proposed for LPM with 

ATS (section II), contrasting in defining the limits of small 

displacements. Appropriate tools are needed for each 

approach. Alternative formulations to the tools are compared 

and the most efficient are implemented in ATM algorithms, 
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which are tested in a simulation of a hypothetical oil spill in a 

bay where the particles are transported by currents provided by 

the Delft3D  hydrodynamic model [3], due to the tides and 

wind (section III). The results and discussion are presented in 

section IV and, finally, the main conclusions are summarized 

in section V. 

II. MATERIAL AND METHODS 

In general, LPM is applied using off-line model outputs 

with velocities supplied on the grid nodes at discrete times, 

which are separated by a period that depends on the spatial 

scale of the simulation. In this study, the period was 1 h. 

For each displacement, the algorithm is made up of two 

parts: movement and location. At each time interval, the 

particle moves to a new position due to advection, then the cell 

containing the particle needs to be known, so that the velocity 

at that position is found and a new movement can be carried 

out. The velocity is obtained by interpolation using velocities 

at the cell nodes. In ATS, the velocity at the particle's position 

is renewed in several smaller time intervals δt, until the 

accumulated sum completes the basic time interval ∆t adopted 

by the user, i.e. 
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where P0
F = PI is the initial position, and PF = Pn

F is the final 

position at tI + ∆t, with ti = t(i-1) +δti , being δti the time 

necessary to move the particle from P(i-1)
F  to Pi

F. 

Figure 1 illustrates the two ATS algorithms proposed here, 

EdInter and EdCross, explained below. 

 

 
Fig. 1 Illustrative examples of ATS algorithms. a) EdInter: the particle 

starting at PI  is intercepted at A and B, before consuming the full time ∆t. b) 
EdCross: each movement of the particle has a maximum distance defined by 

the starting cell. Points A and B are at their maximum, but PF falls short, 

limited by the time remaining to complete ∆t. 

A) EdInter algorithm 

In this algorithm, each small part of the time step is computed 

so that the particle is intercepted at the edge of the cell. Then a 

new velocity is determined and a new movement is carried out. 

The process continues until the time step ∆t has expired. In the 

example illustrated in Figure 1.a it was necessary to divide ∆t 

into 3 δts producing the segments:        (PI A), (A B), and (B 

PF). The sum of the times δts needed to make each movement 

is equal to ∆t. Note that if the velocity is too low, (PI PF) is 

inside the cell and there is no intersection. EdInter requires 

testing which edge is crossed by the trajectory and obtaining 

the intersection point. 

B) EdCross algorithm 

This algorithm allows the trajectory in a δt to go beyond 

the edge of the current cell to some neighboring cell, so that a 

predefined distance is not exceeded. This distance is valid only 

for each cell and must ensure that a movement never reaches a 

cell beyond the neighboring cells; it is the minimum length of 

the segments joining any point within the cell to any other in 

the neighboring cells. In the example illustrated in Figure 1.b, 

the dashed circles show the maximum distance the particle can 

reach. The length of (PI A) is the maximum distance for the 

path starting at PI and, likewise, point B is the maximum 

distance from A, and PF is so that the distance from B to PF is 

less than the maximum distance allowed from B. EdCross 

requires testing which neighboring cell contains the end point 

of each movement. 

C) Preprocessing informations 

Both algorithms require information, which must be 

readily available, to be retrieved from preprocessed files. 

Assuming that each cell node is assigned an identification 

number ID,  the Table 1 below summarizes these files and their 

properties. 

The identification number ID of a cell is due to the premise 

that each node originates a cell. The coefficients in the files 

Vector_Around and Normal_Around are a, b, and c in the 

equation of the line ax + by + c = 0 which overlaps the edges 

and vectors mentioned. 

TABLE 1. DESCRIPTION OF PREPROCESSING FILES 

File Description Used by 

Node_Location Node coordinates for each ID node both 

Cell_Nodes ID nodes of the cell both 

Vector_Around Coefficients of the edge segments 
around the cell 

both 

Normal_Around 

 

Coefficients of normal vectors to the 

edges 

EdInter 

Face_Cell ID cell facing each edge of a cell both 

Cell_Dmax Maximum displacement for a 
particle in the cell 

EdCross 

 

D) In-cell tests 

Both algorithms need to test whether or not a position is 

inside a cell. EdInter uses the in-cell test to find out if the 

trajectory has crossed any edge of the current cell before 

calculating the intersection point, while EdCross needs to 
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know which cell contains the position. We have selected 3 

methods for in-cell tests: 

1) barycentric coordinates, given by [4], 

2) areas comparison, used by [5], and 

3) looping inside the cell, presented by [6]. 

The three methods were tested on cells in the shape of 

triangles, quadrilaterals, and pentagons; the looping scheme 

was the most efficient. In this method, the vertices of the 

polygons are ordered counterclockwise, and the cross product 

between the vector on each edge and the vector connecting a 

vertex with the position PF  must be positive or zero. 

E) Intersection point 

The efficiency of 3 formulations to obtain the point of 

intersection between two lines was studied: 

1) similarity of triangles, 

2) Gauss elimination method, and 

3) Cramer’s elimination method. 

In elimination methods, a system of two equations with two 

unknown variables (the x and y coordinates of the intersection 

point) is solved. The triangle similarity method was proposed 

by [7], but here a new interpretation makes it easier to identify 

ill-conditioned situations. In Figure 2, the trajectory is the 

segment (PIPF) that crosses the edge indicated by the vertices 

Vi and V(i+1) . The vectors t, n, and a are unitary, in the 

direction of (PIPF), normal to the segment (ViV(i+1)), and in its  

direction, respectively. 

The intersection point PInt  along the segment (PIPF) can be 

written as PInt = PI + βInt t, where βInt is the length of (PIPInt). 

Observing that the sides with lengths |t| and |t·n|, are similar to 

the sides with lengths βInt and |PIVi |·n, it follows that βInt is 

given by the quotient of two scalar products 

 

                                 
 

Intβ





P V n

t n
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Figure 2. The (PIPF) trajectory is crossing the edge of the cell with vertices 

Vi  and Vi+1, and PInt   is the intersection point. The vectors t, a, and n are 

unitary, along the trajectory, along and normal to the edge, respectively. 

In situations where the lines are almost parallel, i.e. in ill-

conditioned cases, the three methods can provide incorrect 

solutions. The triangle similarity method proved to be the most 

efficient, as well as making it possible to identify ill-

conditioned cases when the angle α is close to 90°. We propose 

that if the trajectory is passing between two vertices of an edge, 

and the angle α with the edge is greater than 89°, the 

intersection point should be calculated by 
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In this way PInt is on the edge and between the vertices. 

F) The ideal time step ∆t 

The proposed algorithms split the time step chosen by the 

user when necessary, but when the speed is very low, applying 

a multiple of ∆t is not possible. Therefore, an unnecessarily 

short time step will increase the time spent on the computer. In 

terms of computational cost, if at a given instant in a cell with 

length L the velocity is V, the time step ∆t = L/V is the ideal 

time step. For the hydrodynamic velocity field over the entire 

grid, the minimum time interval that provides the Courant 

number equal to or less than 1 is the ideal time step defined as 

∆tId. 

III.EXPERIMENTS AND  RESULTS 

The study by [8] simulated currents on the mesh with the 

Delft3D hydrodynamic model [2] forced by hourly outputs 

provided by ERA5 [9]. The 2 algorithms for the trajectory, 

EdInter and EdCross, with the first and second-order Runge-

Kutta approaches (RK1 and RK2, respectively), were applied 

to a hypothetical leak. The particle transport is carried out by 

currents, which showed great variation in time and space due 

to winds and tides. The extension of the domain is 24.5 and 

18.0 km in the East and North directions, respectively, as 

represented in Figure 3. It consists of 271×281 points with 

minimum longitude and latitude -40.381° W and -20.391° S, 

respectively (on the western and southern limits). The coastal 

contour is very complex and requires cells of various sizes; 

their diagonal length varies from 24.85 m to 366.23 m. An 

analysis of the currents in the grid cells revealed ∆tId = 80 s. 

Based on this result, in this study we propose experiments with 

∆t = 60, 240, and 1,200 s. 

For 48 hours, the algorithms tracked 100,000 particles, 

with 2,500 being launched every 3600 s, from hour 0 to hour 

9, at small boxes area 0.03° × 0.03° around 4 points in the 

middle of  the  bay  (see Figure 3).  To ensure  that  they didn't 

follow  
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Figure 3. Curvilinear coordinates grid mesh for the Vitoria-Espírito Santo 

Bay System. Points 1,2,3, and 4 are locations where particles were released.  

exactly the same path, a random walk was applied to the 

particles' displacements. 

The CPU processor used was the Intel ® Xeon ® 

X5365@3.00GHz. A comparison of the time needed for the 

RK1 and RK2 methods shows that the latter spends around 40 

to 50% more time. With regard to the effect of the size of the 

time step, the time taken by the two algorithms with the RK2 

method is shown in Table 2: EdCross was faster than EdInter 

for small ∆t (60 and 240 s), but its advantage decreased slightly 

with large ∆t (1200 s). Both algorithms for ∆t = 1200 s spent 

about 20-25% of the time spent for ∆t = 60 s. 

The particle trajectories showed some differences, which 

was to be expected, since in each algorithm and differents ∆t 

the velocities used to compute the displacements are not 

exactly at the same locations. In the channels, where the 

velocities are higher and where there is a sudden change in 

direction and speed due to the tides, the differences are more 

noticeable. 

For the probability analysis, the domain was divided into 

compartments of 0.03° × 0.03°, and the occurrence of some 

properties was counted in histograms. For example, the 

occupancy probability, which is the probability of a box being 

occupied by some particle during the entire integration period, 

cited by [10]. At the end of the 48 hours, the probability fields 

for the experiments carried out showed practically identical 

results, with some differences within the channels, where the 

grids were smaller and the speeds were higher and with sudden 

reversals of direction due to the tides. 

TABLE 2. COMPUTER TIME SPENT BY ALGORITHMS FOR A PERIOD OF 48 H, FOR 

∆𝑡 =60, 240, AND 1200 S. THE TIME SPENT IS NORMALIZED BY THAT OF 

EDINTER 60. 

∆t (s) EdInter EdCross 

60 1 0.89 

240 0.36 0.33 

1200 0.18 0.21 

 

The differences were probably masked or amortized due to the 

large number of particles released. 

CONCLUSIONS 

The choice of an algorithm for LPM depends crucially on 

the complexity of the currents provided by the hydrodynamical 

model and the region considered. For situations with large 

variations in the speed and direction of the currents, and the 

size of the grid cells, more sophisticated schemes to preserve 

efficiency and accuracy are required. 

In principle, choosing a small time step to calculate two 

consecutive points on a trajectory is required for accuracy. 

However, efficiency is compromised in regions of the domain 

where the velocity is very small. Algorithms with ATS are the 

ideal choice for combining these two requirements. 

Two algorithms were analyzed and applied to a situation 

with tides and wind forcing the currents in a region with bays 

and channels. In one method, the time step is divided into parts 

such that each point of the trajectory is the intersection of the 

trajectory with the side of a cell (EdInter), and in the other the 

point can reach a neighboring cell, but never more than a 

certain distance from the previous location (EdCross). 

The choice of ∆t should be based on the ideal time step, 

which is the one that provides a Courant number equal to or 

less than 1 for the velocity and grid cell length fields. In the 

case studied here, the ideal time step is close to 80 s. 

Simulations showed that the computational cost was reduced 

to 1/5 when comparing simulations with ∆t = 60 s and 1200 s 

(for both algorithms). In the case studied, differences were 

observed in some trajectories obtained with different ∆t for 

both algorithms, mainly in channels, where the speed and 

direction of the currents exhibited the greatest variations. 

However, comparisons between probability maps showed 

insignificant differences. 

Although both ATS algorithms proposed here consume 

practically the same amount of computing time, we 

recommend using EdInter because the partitioning is more 

refined, i.e. the distance between 2 consecutive points is 

smaller, which implies greater precision without losing 

efficiency. As in this kind of simulation the release is only 

carried out in time steps, the value of ∆t can be large in 

experiments where the leakage is not continuous. 

Supplementary material 

 The numerical code for both algorithms, as well as their 

pseudocodes and a detailed explanation of their use, can be 

obtained by contacting the first author at 

vinnocentini@hotmail.com. 
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